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Abstract
Artificial Intelligence regulatory developments have been ever-increasing in both academia as well as within policy and 
governmental settings. Whilst extensive literature has been published on the topic of how such regulation should be 
developed, the question as to whether such regulation should be AI-specific or focused on software in general remains 
unexplored. In this commentary paper this question is explored and after arguments for whether regulation should be 
technology-specific or be focused on the use of technology are provided.
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1 Introduction

Artificial Intelligence (AI) is without a doubt becoming an integral part of our daily lives—from its pervasive use in social 
media, to search engines, home appliances, and beyond. ‘Regulation of AI’ has been a hot topic over the last decade, and 
it is no surprise considering both its current and future potential impact on society. Many have proposed the need and 
ways to regulate the use of AI in the context of social media platforms [1], health systems [2], autonomous vehicles [3], 
finance [4], amongst other sectors and activities. Recently the EU laid down a proposal for AI-specific regulation (EU’s draft 
AI Act)1 which has received varying feedback [5–7]. In this commentary, a discussion is presented pertaining to two perti-
nent questions: if we should regulate AI, (i) what should we regulate? Should we be regulating AI or software in general? 
and (ii) where should we regulate? should we be regulating the technology at large or specific use of the technology?

Indeed, the question of whether we should regulate technology/software/AI at all or just ensure that legislation is 
technology neutral and enforces desired principles (e.g. non-discrimination) is a pertinent one. However, this question 
deserves a paper in its own right. In this paper, we assume that there exists some form of need for regulation for some 
use of AI/software—for example systems used in a safety-critical setting must undergo proportionate scrutiny to ensure 
their adequateness. Such regulation could take place as hard-laws, regulatory guidelines or other. In this paper we do 
not delve into such specificities yet focus on the questions laid out above.
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2  Varying degrees of regulation

Regulation can come in many shapes and forms, and an associated wide spectrum of opinions in regards to what type 
of regulation, if any, should be applied to AI. From advocating for mandatory AI regulation [8], to voluntary certification 
[9], soft and self-regulation [10], the need for explainable [11] and ethical frameworks [12], and standards [13], hybrids 
thereof, and that AI should have complete freedom requiring no form of regulation.2 Whichever school of thought one 
subscribes to (even for one that promotes development completely free of regulation), it is reasonable to believe that 
one would prefer to board a plane that has undergone high levels of assurance processes and safety-checks—which are 
a form of regulation. The same would go for a plane controlled by AI. Naturally one would also prefer to board a plane 
for which its AI has also undergone sufficient quality controls, assurances, testing, and functional correctness checks. 
So, in the very least, there should be agreement that there exists some form or instance of AI-based systems that should 
undergo some form of regulation. It is not the purpose of this paper to delve into what level of regulation should be 
applied and how it should be applied (as extensive literature delves into this detail), yet only to discuss the questions 
previously laid out. Having established that there exists some form or instance of an AI-based system that should be 
regulated to some extent, the questions laid out will be discussed.

3  Regulate AI or software?

Irrespective of the type of regulation that should be opted for, should AI specific regulation be posed or should regula-
tion be algorithm-agnostic? Firstly, one would need to define what AI is (and/or what it is not) so as to ensure that only 
systems that should be classified as AI fall under regulation—and that systems that should not be classified do not.

What AI is and the definition of AI are topics that have been debated and discussed for decades [14–19]. Until a univer-
sal definition of AI is proposed that includes all systems that should be classified as AI and does not include systems that 
shouldn’t, such a legal system would create regulatory gaps and uncertainty with respect to what falls within regulation. 
Also, such a definition risks capturing within it systems that should not be captured, and/or not including systems that 
should be. More so, such gaps would allow developers to avoid such regulation by ensuring their implementation falls 
outside the posed definition of AI.

Proposals have been made to, rather than define AI, describe features of AI-based systems as a means of determin-
ing when a system should be classified (or not) as AI [18, 20]. In fact, the EU draft AI Act proposes to define AI in such a 
manner. Yet, rightly so, due to future potential development it states ‘which should be kept up-to-date in the light of 
market and technological developments’.3 If such a means of defining AI is adopted, given the fast pace of technologi-
cal development, it would be crucial to question whether laws could be updated sufficiently fast enough to ensure that 
technologies cannot escape the law for a period that is long enough to cause substantial negative consequences. Given 
these risks, one should question whether a definition of AI is required at all, or whether the focus should be on software 
in general. Mandatory software regulation is not being advocated for here, but that wherever it is deemed to be required, 
regulation should be focused on software and not be AI-specific (though guidelines on how to provide adequate assur-
ances for specific technologies such as AI would be beneficial). Indeed, in the case of critical software used in a plane, 
whether AI is used or not is irrelevant.

Secondly, assuming that one does not see the above as enough justification as to why regulation should not be AI 
specific, consider the use-case of AI used in banking or insurance systems that decide whether or not a particular loan or 
policy should be offered. Regulation should aim to ensure that clients are not discriminated against. Should such regula-
tion apply only to AI-based systems? One could code a system to make decisions using non-AI techniques. Should such a 
system not be required to undergo proportionate levels of scrutiny to ensure its adequateness to make such decisions?4 
If only AI systems are captured within such regulation, then the specific regulation would not be able to ensure that 

2 https:// www. techn ology review. com/ 2017/ 10/ 24/ 3937/ dont- let- regul ators- ruin- ai/.
3 See (6) of the Proposal for Regulation of the European Parliament and of the Council - Laying down harmonised rules on Artificial Intel-
ligence (Artificial Intelligence Act) and amending certain union legislative acts. Explanatory Memorandum. Available from: https:// eur- lex. 
europa. eu/ legal- conte nt/ EN/ TXT/? uri= CELEX% 3A520 21PC0 206.
4 We could also go a step further and question whether such regulation should be independent of who or what the decision maker is, i.e. if 
the decision is made by a human, should the same scrutiny not be applied to associated processes?
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all digital systems used in such contexts are adequate to make such decisions. The same argument applies to all other 
use-cases where regulation is deemed to be necessary. Of course, how one reaches the levels of assurances required for 
different technologies may differ (e.g. AI systems typically require beyond functional correctness checks to also ensure 
that training data is sufficient)—however that is besides the point. Based on this, regulation should not be AI specific 
but should be wider on software in general (while guidelines on how to provide assurances indeed should factor 
different challenges that different technologies pose).

An alternative would be to provide a definition of AI that is all encompassing, including all types of software, auto-
mated, and digital systems. However, whilst no universally accepted definition of AI exists, the term has been used by 
computer scientists, engineers and practitioners for decades to define algorithms that use certain techniques and/or 
exhibit certain features. Whilst a solution could be to widen the term AI to be all encompassing and include software, this 
would be counter productive. Since individuals and entities operating outside the AI sector and those that are certain 
that they do not make use of AI would likely not concern themselves with ‘AI’-specific regulation—and why should they?

3.1  Would software regulation result in loss of focus?

One might question whether wider software regulation, rather than more specific AI regulation, shifts the focus to be 
too far away from features that are typical of AI systems including ‘opacity, complexity, dependency on data, and autono-
mous behaviour’.5 Indeed, it is the case that wider regulation may result in diluting focus—and we should question the 
potential impact of this. Let’s consider the defining features listed above from the EU draft AI Act.

Whilst, AI-based systems more often tend to exhibit ‘opacity, complexity, dependency on data, and autonomous 
behaviour’, such features are not exclusively associated with AI. Many AI algorithms are inherently opaque yet are not 
intended to be opaque by design. In fact, extensive effort is being undertaken towards enabling them to be more trans-
parent. At the same time, there are classes of algorithms that are intended to be opaque by design so as to: not leak 
sensitive information [21], preserve privacy across multi-party computation [22], and protect software IP [23]. If software 
process/data opacity is a concern when considering particular applications (e.g. bank loan processing), then surely it 
should be a concern irrespective of whether the associated algorithm is AI-based or not, and whether opacity is built 
into the algorithm by design or not.

Over the past decades software systems have grown to become ever increasingly more complex, often built from 
myriads of components to produce a single-system comprised of many distributed computing systems working indepen-
dently. As software systems in general (that do not necessarily make use of AI) ‘grow in complexity, interconnectedness 
and geographic distribution, we will increasingly face unwanted emergent behavior’ [24]. Indeed, AI algorithms may 
further introduce an added layer of complexity, yet the high degree of interconnectedness of modern day computational 
systems make them complex in and of themselves. Therefore, the argument for the need for assurances when it comes 
to complexity and emergent behaviour is not isolated to AI-based systems themselves.

Many types of AI algorithms are dependent on external data in aim of identifying patterns and trends to be able to 
make future predictions that may match or follow identified patterns or trends. Again, data dependency is not a feature 
that is limited to AI algorithms. Big Data techniques such as MapReduce are completely dependent on data—large 
volumes and variety of data generated at high velocity.6 Whilst Big Data and AI algorithms are complementary [25], Big 
Data techniques can also be used in isolation without AI-based techniques—and if algorithmic dependency of data is 
a feature that (in some applications) is deemed to require some form of oversight then such applications should not be 
able to escape oversight just by using non-AI techniques.

What autonomy exactly means differs according to the application and object of autonomy. However, in its sim-
plest form, ‘autonomous simply refers to the ability of a machine to operate for a period of time without a human 
operator’ [26]. Indeed, many autonomous systems we refer to nowadays are likely to make use of some form of AI 
though not all necessarily do. Whilst at the same time many other non-AI-based automated systems would also fall 
under this definition of autonomy. However, it is not a definition of autonomy that should be the deciding factor 
in regards to whether or not activities or systems should follow regulatory requirements—but system behaviour 
that should warrant regulatory oversight. Looking specifically at EU’s draft AI Act there is clear concern regarding 

5 https:// eur- lex. europa. eu/ legal- conte nt/ EN/ TXT/ HTML/? uri= CELEX: 52021 PC020 6& from= EN.
6 Big data is now typically characterised by 5 Vs rather than just the 3 Vs mentioned.
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actions based on decisions made by algorithms, and emphasis is made so as to ensure humans are kept in the loop. 
However, such decisions need not necessarily rely on AI algorithms and could be made using non-AI algorithms. 
The key behaviours here are that of automated and autonomous actions, for which non-AI-based systems can also 
exhibit. Furthermore, autonomy raises questions and concerns of agency, for example regarding copyright. When an 
autonomous AI application creates an art piece it is hard to determine who the creator is [27, 28]. Whilst, the use of an 
AI algorithm makes determining this much harder, the same problem exists for software making use of non-AI-based 
algorithms that may exhibit similar behaviours. For example consider an autonomous non-AI algorithm that gener-
ates art pieces based on a random number generator—add to the mix as well other external data or phenomenon 
that result in manipulating the generated art piece (for example the amount of time it takes for a popular website 
to reply back to a request for a particular URL).

The points above demonstrate that certain software systems will also exhibit behaviours similar to that often 
associated with AI-based systems, and are also of concern when considering activities or sectors that deem regula-
tory oversight. The focus is not diluted, yet in fact it remains the same. What may differ is how to provide assurances 
for the different techniques, but these are solutions that should not necessarily be prescribed by law (but potentially 
through technology specific guidelines).

More so, quantum computing will drastically change what can be achieved using computational devices. Problems 
that now take an infeasible number of years to solve with traditional computing, could take a negligible amount of 
time to solve using quantum computing—and certain applications of AI and machine learning could be replaced 
using quantum computing [29]. Such solutions may involve brute-force computation that evaluates every possible 
outcome to find the/an optimal solution. An algorithm that exhaustively explores a search space is most definitely 
not AI (at least not through a traditional view of AI). Should such algorithms and systems be able to escape such 
regulation? Surely not. By regulating software, rather than AI, not only can focus remain on the behaviours that many 
particularly associate with AI, but regulation can be technology agnostic and focus on behaviours and outcomes 
rather than technology-specifics (which will become quickly outdated). Furthermore, it is these specific behaviours 
of concern that should be focused on (rather than AI).

4  Regulate all or regulate only where required?

Whether one comes to the conclusion that regulation should be AI-specific or not, a pertinent question that needs 
to be asked is whether the technology should be regulated across the board or whether regulation should focus on 
specific use of the technology. If we were to regulate AI, should all AI be regulated or should it only be regulated 
when used in certain contexts?

Just like software is the engine that drives the process it is being used for, engines and motors drive the cars, 
vehicles and planes they are installed in. We do not regulate motors and engines, but we regulate transport and 
aviation—i.e. the sector/activity. If one were to regulate all motors and engines, then this would include types of 
motors and engines that would not make sense to regulate, including those used in hard drives, electric wrist watches, 
and others. Of course, better justification than just this is needed, however the analogy is posed to help differentiate 
between the technology and the sector/activity. Aviation will continue to be used as a running use-case—indeed 
the aviation sector is regulated, and already does impose technology based requirements and processes.

Above in Sect. 2 we made a case to demonstrate that regulation is definitely required for some instances of AI/
software (e.g. when used in aviation). Yet, should all AI/software be regulated? Should your calendar scheduling 
software be regulated anymore than what existing laws require of it (e.g. privacy law, consumer law, etc.)? Say it 
includes AI—should it be regulated just because of that? Consider an AI-based chess bot—should it be regulated? 
Do the benefits (if any for these use-cases) outweigh regulatory/compliance overheads introduced? Especially when 
considering the potential impact on AI-based innovation?

Furthermore, it is important to understand what AI is/isn’t to answer this question, and without having a deep under-
standing of AI, it would be presumptuous to attempt to pose regulation. AI is software. Software that has particular 
features, exposes particular behaviours or uses particular techniques which most computer scientists would more or 
less agree upon (with some variation). Some AI techniques use nothing more than statistics and probability—e.g. based 
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on historical data and experience, future predictions can be made. Are we posing to regulate statistics? Clearly not. 
However, would it be suitable to regulate aviation processes that make use of statistical/probabilistic software (or AI)? 
Definitely. Regulation should be applied only where it is required.

5  Should mandated regulation be technology focused or sector/activity‑specific?

If one agrees that regulation should be required based on where it is applied, then the question to ask would then be 
whether (i) technology-specific regulation should be posed that mandates in what contexts such regulation takes effect 
or (ii) whether sector/activity specific regulation should be updated where required or posed if needed to mandate such 
regulation.

EU’s draft AI Act takes the first approach above with AI-specific regulation. Let’s ignore that it is AI-specific and consider 
regulation focusing on software systems (since the AI vs software systems debate was discussed in Sect. 3). The draft act 
provides exclusions for some uses7 of AI.8 Thereafter, a risk based approach is used to determine the level of regulation. 
Such a risk-based approach allows for adequate regulation to be applied where necessary so as to both protect consum-
ers and the market as well as to support innovation. The trade-off for a technology-wide risk-based approach is that 
determining an application’s risk level on all systems may impose overheads on systems that would clearly not require 
regulation, and that it may result in duplication of laws where such regulation is already imposed on technological solu-
tions (whether directly or indirectly).

The alternative would be to mandate such technology regulation through sectorial and activity focused regula-
tion. For example aviation, other safety-critical areas, and data protection and privacy laws could mandate technol-
ogy focused regulation (e.g. only mandate something like EU’s AI Act where other sectorial/activity laws require). 
Technology-focused regulation, rules and guidelines could be put in place so as to ensure standardisation across 
sectors, yet should not be mandated unless stated by other sectorial or activity focused laws and regulation. Such an 
approach would only require sectors or activities deemed to require such regulation to carry the burden of regulation 
(indeed a risk based-approach should nonetheless be used). The trade-off to this approach is that it involves more 
national/supranational legal changes and stakeholder involvement, however it does not suffer from capturing within 
it all systems.

6  Conclusions

Discussions and policy surrounding AI regulation are steaming ahead, and we have even seen draft AI laws proposed. 
But did we jump the gun and focus on AI hastily without considering whether such regulation should be focused on AI 
or whether it should be algorithm agnostic? Based on the discussion presented through this paper, it seems so. It is not 
too late for EU’s draft AI Act to ensure that regulation is algorithm agnostic and does not suffer from pitfalls discussed 
herein (though it would likely need a new title). Many other questions remain in regards to how to go about such regula-
tion, but we leave such questions for future work.

To summarise, in this paper, two main questions relating to AI (and software/technology) and their regulation 
were investigated: whether such regulation should be AI-specific, or if it should be wider on software in general; and 
whether regulation should primarily be mandated in a technology-focused or sector/activity-specific manner. In 
doing so, it was posed that: (i) regulation should not be defined around ‘Artificial Intelligence’ but should be wider for 
software in general; and (ii) regulation should not be applied across the board but should only be mandated where 
required. A conclusion with respect to whether technology regulation should be mandated through technology-
specific laws or through sector/activity-specific laws was not reached, yet arguments for the both sides of the argu-
ment were provided.

7 Military, use by authorities and others.
8 Here we do not go into the merits of which specific use cases should/not be excluded as that is a different question.
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