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Abstract

This study investigates changes in metacognition across the menstrual cycle among
naturally-cycling women. Metacognition, the ability to reflect on and regulate one’s
own cognitive abilities, is crucial in understanding subjective cognitive impairments
often reported in the absence of objective cognitive performance changes. Despite
its relevance, research on metacognition during the menstrual cycle remains limited.
This study aims to address this research gap by examining metacognitive change and
its covariation with physical and affective symptoms. Participants (n=121) completed
the Daily Online Metacognitive Evaluation (DOME), a novel questionnaire developed
specifically for this study, which included measures of physical and affective symp-
toms. Over the course of two full menstrual cycles, a total of 7,172 questionnaires were
collected. Multi-level modelling, utilizing cosine regression functions, and structural
equation modelling techniques were employed to analyze within-person individual dif-
ferences and the relationship between cognitive, physical, and affective changes. The
results evidence a menstrual effect on metacognition and demonstrate that individual
variations in cyclical change are consistently significant and hold greater importance
than average levels of change. Looking at co-variations: cognitive, physical, affective,
and headache symptom type changes were correlated but distinct. This study presents
the first systematic documentation of metacognitive changes in the context of the men-
strual cycle, shedding light on underlying causal mechanisms and informing menstrual
symptom classifications. Notably, the evidence of symptom covariation supports the
reclassification of metacognitive symptoms as primary symptoms alongside physical
and affective symptoms, rather than as behavioural accessory symptoms as currently
listed in the DSM-5. Beyond clinical implications, these findings hold significance in
shaping social policies, such as those pertaining to menstrual leave.

Keywords: Metacognition, menstrual cycle, individual differences, structural
equation modelling, premenstrual dysphoric disorder (PMDD), menstrual leave
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Chapter 1

Introduction



1.1 Chapter Outline

Since the discovery of sex hormone neuroreceptors in the 1960s (Pfaff, 1968; Eichen-

baum & Otto, 1992; Bixo et al., 1995) researchers have studied the influence of sex

steroids on cognitive function using the menstrual cycle as a model of hormonal flux

(Toffoletto et al., 2014; Leeners et al., 2017). Despite reports of memory impairment,

distractibility, confusion and indecision during certain phases of the cycle, decades of

objective testing have failed to conclusively determine an observable effect (Souza et

al., 2012; Sundström-Poromma & Gingnell, 2014; 2018).

Metacognition is an emerging area of research being investigated as a causal

factor in multiple conditions rooted in the psychological and the physiological do-

mains (Quattropani et al., 2014; Pahlevan et al., 2019; Ortega-Gonzales et al., 2021).

Metacognition is thinking about thinking; an ability to comment on and regulate our

own cognitive abilities (Winnie, 2018). Evidence for the separation of metacognition

and cognition suggests that the menstrual cycle can influence metacognition, directly

or via mediating factors, even if it does not have an effect on cognition (Fleming et al.,

2012; Vaccaro & Fleming 2018). There is a gap in the research surrounding metacog-

nitive changes during the menstrual cycle. Research pertaining to metacognitive symp-

tom patterns, possible variation between individuals and co-presence with other affec-

tive and physical symptoms is virtually non-existent. This is the focus of the present

thesis.

In this chapter, section 1.2 provides an overview of the workings of the men-

strual cycle. Existing research relating the cycle to cognition and metacognition is

outlined in sections 1.3 and 1.4 respectively. Possible theoretical pathways by which

the menstrual cycle can influence metacognition are provided in section 1.5. Recom-
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mendations on how to study the menstrual cycle and employ a sound methodological

design are presented in section 1.6. Finally, section 1.7 provides a detailed overview of

the aims and objectives of the study.
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1.2 Sex hormones and the brain

1.2.1 Overview of sex hormones

Sex hormones, primarily produced in the gonads (ovaries in females) and adrenal

glands, are known for their involvement in reproduction and the development of sec-

ondary sex characteristics. Their influence, however, extends to essentially every or-

gan system, from immunity to bone development (Gennari, Merlotti, & Nuti, (2011;

Moulton, 2018; Chakravarty & Sammaritano, 2019). When it comes to the brain, sex

steroids are able to cross the blood-brain barrier by transmembrane diffusion because of

their small size and lipophilic properties (Banks, 2012; Hampl, Bičı́ková & Sosvorová,

2015). Recent discoveries have shown that small amounts of gonadal steroids can also

be produced directly in the brain (Azcoitia, Yagueb, & Garcia-Segurac, 2011; Biegon

et al., 2020).

Once through the blood-brain barrier, sex hormones affect the central nervous

system by binding with receptors in one of two ways (see Figure 1.1). The first binding

option is with the nuclear membrane, intracellularly. This triggers a genomic mecha-

nism of protein production through direct DNA interactions. Genomic pathway effects

are long lasting and slow in onset. The second binding possibility is extracellular with

the cell membrane, resulting in a non-genomic effect. In this situation a number of

complex signalling pathways are activated to bring about an imminent transient re-

sponse (overviews in Falkenstein et al., 2000; Marrocco, 2016).

Of the three classes of sex steroids (androgens, estrogens and progestogens),

females mainly produce testosterone, estradiol and progesterone (Beltz & Moser, 2020).

Testosterone is produced in relatively small amounts. Estradiol and progesterone con-
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Figure 1.1: Genomic versus non-genomic mechanisms for steroid hormones.
From “Sex in the brain: hormones and sex differences” by Marrocco &
McEwen., 2016, pg. 374

centration levels vary significantly throughout the typical female lifespan, bringing

about two types of effect.

Organizational effects occur as a result of hormonal changes during sensitive

periods of development (e.g., ontogenesis and puberty). These produce lasting brain

changes as a result of interactions between hormones and genes and are essential,

among other functions, for sexual differentiation. Estradiol and progesterone levels

also vary as a result of the cyclical ovarian and uterine changes necessary for repro-

duction – a process known as the menstrual cycle. When these hormones are present,

activation effects – transient, reversable effects on brain activity – occur (overviews in

Arnold, 2009; Berenbaum, & Beltz, 2011).
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Because of these cyclical fluctuations in hormone levels, the menstrual cycle

is regarded as an ideal model for the study of sex hormone effects (Le, Thomas &

Gurvich, 2020; Thomas & Gurvich, 2021). Cycle influence on emotive, physical and

cognitive states within and between females as well as between sexes provides signifi-

cant insight into the effect of sex steroids.

1.2.2 Hormones and the menstrual cycle

The menstrual cycle is a recurring cycle of fluctuating sex hormones which trigger the

production of gametes for reproduction and prepare the uterine lining for cell implan-

tation in the case of conception. In the typical female the cycle occurs every 28 days on

average, from menarche (average age of 12) until menopause around age 50 (Itriyeva,

2022).

Sex hormone fluctuations are regulated by the hypothalamus and the pituitary.

The hypothalamus secretes gonadotropin-releasing hormone (GnRH), which prompts

the anterior pituitary to generate and release follicle stimulating hormone (FSH) and

luteinizing hormone (LH). These then stimulate estrogen and progesterone hormone

secretions by the ovaries. GnRH, FSH and LH production is in turn modulated by

estrogen and progesterone through a series of positive and negative feedbacks (Walker,

1997; Reed & Carr, 2015; Xu et al., 2022).

The start of the cycle is indicated by a blood show on Day 1, when low levels

of estrogen and progesterone cause the shedding of the thick endometrial lining in

the early follicular phase. Estrogen increases on day 6 (see Figure 1.2), staying high

throughout the late follicular phase (up to day 12) as a result of developing follicles

which release the hormone. It peaks just before ovulation on day 14, which occurs

following a surge in LH. The ruptured follicles luteinise into the corpus luteum, which

6



Figure 1.2: Menstrual cycle hormone fluctuations. Phases of the cycle highlight-
ing fluctuations in pituitary and ovarian hormone levels (estrogen (E), progesterone
(P), luteinizing hormone (LH) and follicle stimulating hormone (FSH)). From “The
neuromodulatory properties of gonadal steroid hormones with regard to individual
differences in cognition and brain organisation” by Hodgetts, 2016, p. 9.

secretes progesterone and estrogen causing estrogen to rise and progesterone to reach its

maximum peak during the luteal phase (day 22). Estradiol and progesterone levels both

fall rapidly during the premenstrual phase (days 24 – 28) before a new cycle begins.
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1.3 The menstrual cycle and cognition

Steroid hormone receptor presence in the brain was initially established by Pfaff and

Stumpf in the late 60s. Using steroid titration methods, they recorded receptor pres-

ence in the hypothalamus and amygdala, thus confirming the hypothalamus-pituitary-

gonadal feedback mechanism (Pfaff, 1968; Stumpf 1968; Pfaff & Keiner, 1973). How-

ever, what was unexpected was the discovery, first demonstrated by Eichenbaum and

Otto in 1992, of estrogen-activated receptors throughout the entire brain, including

regions involved in cognitive processes. Receptor presence was confirmed in the hip-

pocampus (Menard & Harlan, 1993), prefrontal cortex (Hao, Rapp & Janssen, 2007)

and primary sensory-motor cortex (Chen et al., 2009), amongst others. Owing to the

fluctuating estrogen levels during the menstrual cycle, there was now reason to believe

that the presence or absence of gonadal hormones had an influence on functions like

memory, behaviour regulation, attention and mood, in line with cognitive symptom

reports (Moos, 1969).

Commonly reported cognitive symptoms can be grouped in the following cat-

egories: attention (difficulty concentrating, distractibility); memory (memory impair-

ment, forgetfulness), decision-making (lowered judgement, lack of self-confidence when

making decisions) and general mental status (confusion, decreased efficiency, motor

insufficiency, feeling out of control and overwhelmed). Some women also experience

positive cognitive changes, for e.g., higher creativity, inspiration and work production,

but these are less frequently reported. In the case of menstrual disorders such as pre-

menstrual syndrome (PMS) and premenstrual dysphoric disorder (PMDD), symptoms

cause severe impairment and distress (reviewed in Moos, 1969; Farage et al., 2008;

Souza et al., 2012).
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The effect of the menstrual cycle on cognitive brain structure and function is

highlighted below. In line with the scope of this thesis, focus is on the activating effects

on the brain as a result of menstrual cycle changes. Brain organizational changes (as

a result of puberty, menopause etc.) are not reviewed. Menstrual cycle effects on

cognitive performance are discussed in section 1.3.2.

1.3.1 The menstrual cycle and the cognitive brain

1.3.1.1 Phase effect on brain structure

Studies looking at grey matter volumes during different cycle phases have consistently

found changes in two areas of the brain: the hippocampus and the basal ganglia. Both

areas are implicated in distinct but related memory and learning mechanisms. The

hippocampus has been shown to increase in grey matter during the follicular phase

when estradiol levels are high (Barth et al., 2016; Pletzer et al., 2018; Meeker et al.,

2020). The opposite effect occurs with the basal ganglia, with grey matter volume

decreasing during the follicular phase and increasing after ovulation in the luteal phase,

when progesterone levels peak (Protopopescu, 2008; Lisofsky et al., 2015; Hidalgo-

Lopez & Pletzer 2021). Structural changes have been also demonstrated in other areas:

the inferior parietal lobe (Meeker et al., 2020), the prefrontal cortex (Petersen et al.,

2015), the insula (Lisofsky et al., 2015), and the anterior cingulate cortex (De Bondt

et al., 2016), but results have proven conflicting and difficult to replicate (reviewed in

Beltz & Moser, 2020; Dubol et al., 2021).

1.3.1.2 Phase effect on brain function

Task-based fMRI literature demonstrating menstrual-cycle-phase dependence is vast

and inconclusive, making it difficult to summarize. A select few studies which are of
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relevance to this thesis and which have proven replicable are highlighted. Studies look-

ing at cognitive control through go/no-go tasks found increased activity in the prefrontal

cortex (PFC) during the follicular phase as compared with the premenstrual phase, in-

dicating a relation between higher estradiol and performance monitoring PFC activity

(Colzato et al., 2012; Bannbers et al., 2012). For the same task and for a reinforcement

learning task, the opposite effect was observed in the anterior cingulate cortex (ACC),

the area involved with decision-making, with higher activity during the luteal phase

suggesting the influence of progesterone (Schoning et al., 2007; Thimm et al., 2014;

Diekhof & Ratnayake, 2016). Functional response findings for the hippocampus and

basal ganglia corroborated structural findings, with a higher activity response recorded

in the hippocampus in the follicular phase and in the basal ganglia after ovulation for

spatial navigation tasks (Toffoletto et al., 2014; Pletzer et al., 2019). Resting-state

fMRI studies, which investigate functional neural connectivity without using a task,

have identified neural networks which show increased connectivity both in the follicu-

lar (De Bondt et al., 2015) and luteal phases (Pletzer et al., 2016; Engman et al., 2018).

Other studies, however, have found no discernible effects (Hjelmervik et al., 2014),

with overall findings considered inconsistent in a systematic review by Hilago-Lopez

and Pletzer (2021).

1.3.2 The menstrual cycle and cognitive performance

The majority of our understanding regarding cognitive performance and the menstrual

cycle originates from research on cognitive sex differences, which continues to be a

prominent area of interest in the field. Cognitive skills that are considered sexually

dimorphic, favouring one sex over the other, have been extensively tested with the

assumption that skills favouring men, such as visuospatial tasks, improve during the

early follicular phase when estradiol and progesterone levels are lower, and decline
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during the mid-follicular and luteal phases when hormone levels rise (Le et al., 2020).

Conversely, it is presumed that tasks favouring women, such as verbal tasks, exhibit the

opposite effect (Andreano & Cahill, 2009). Therefore, it is important to interpret study

results in the context of these hypotheses.

1.3.2.1 Visuospatial ability

For male-favouring cognitive tasks, Sundström-Poromma and Gingnell (2014), the

most comprehensive review to date, found no overall effect of cycle phase on visuospa-

tial ability (reconfirmed in Sundström-Poromma and Gingnell, 2018). Studies included

in the review focused mainly on mental rotation tasks (either the 3D version designed

by Shepard and Metzler in 1971, or the pen and pencil variation by Vandenberg and

Kuse, 1978). Out of the 12 studies conducted, only four demonstrated a phase effect, all

of which consistently showed improved performance during the early follicular phase

when estrogen levels were low. Le et al., (2020) reviewed the included studies and

found that strong methodological flaws undermined the results. Additionally, a recent

study suggests no effect of cyclical hormones on mental rotation performance (Shirazi

et al., 2021). Dietrich et al., (2001) and Schöning et al., (2007), compared brain acti-

vation response for mental rotation tasks with performance in said tasks. While fMRI

results showed sex differences in mental rotation there were no significant performance

differences, suggesting that not all neuroactive effects are reflected at the performance

level. Beltz and Mozer (2020), suggest that either neural response is more sensitive to

the effect of hormonal changes than is behaviour, or that brain function compensates

for hormonal variation.

1.3.2.2 Verbal tasks

Results for female-favouring tasks are similarly inconclusive with respect to menstrual

cycle effects (reviewed in Sundström-Poromma & Gingnell; 2018). The majority of
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tasks focus on verbal fluency and verbal recall, but tests for explicit and implicit verbal

memory and verbal working memory have also been carried out (summarized in Beltz

& Moser, 2020; Le et al., 2020). Of the 13 studies included, only three showed any

influence of the phase on verbal tasks, and results were not entirely congruent. Maki et

al., (2002) suggested improvements during the mid-luteal phase, Solis-Ortiz and Corsi-

Cabrera (2008) demonstrated improvements during the late-follicular and late-luteal

phases, and Rosenberg and Park (2002) found improvements during the early-follicular

stage and ovulation. Of the studies included, several were subject to methodological

issues (reviewed in Bernal et al., 2022).

While cycle effects on verbal task performance have been deemed unlikely

(Sundström-Poromma et al., 2014; 2018; Le et al., 2020), it is interesting to note

that verbal tasks (specifically verbal memory) are the only type to repeatedly and

consistently show improvement following estrogen treatment administration in post-

menopausal women (reviewed in Sherwin, 2012). Such findings suggest that, similarly

to the visuospatial tasks, estradiol effects on verbal skills cannot be discounted, despite

the influence not translating into consistent changes in gross performance across the

cycle.

1.3.2.3 Non-sexually dimorphic tasks

Studies that have looked beyond the traditional sexually dimorphic tasks have mainly

focused on high functioning executive tasks following evidence of menstrual cycle in-

fluence on the prefrontal cortex (Becker & Hu, 2008). Summarizing findings is chal-

lenging since a variety of incompatible tests are used to measure variable skills. Overall,

though, results are once again inconclusive (Sundström-Poromma & Gingnell, 2018).

Performance results for cognitive control and inhibition vary according to the task.

Evidence from a stop-signal task showed performance impairment in the late follicular
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phase (Colzato et al., 2010), performance improvement in late follicular in an inhibition

of return task (Colzato et al., 2012), no effect in a go/no-go test (Bannbers et al., 2012)

and improved attention in a Stroop Task during the follicular phase (Hatta & Nagaya,

2009). Solis-Ortiz et al., (2004; 2008) used the Wisconsin Card Sorting test to measure

cognitive flexibility, the mental ability to adjust activity. Improvements in performance

were reported during the early follicular and luteal phase (Solis-Ortiz et al., 2004) but

no effect of menstrual cycle phase on cognitive flexibility was found in a later study

by the same authors (Solis-Ortiz & Corsi-Cabrera., 2008). Studies investigating work-

ing memory suggest improvements during high estradiol phases, particularly the late

follicular (Rosenberg & Park, 2002; Hampson & Morley, 2013), while other research

shows the exact opposite effect, i.e., impairment in working memory during periods of

high estrogen levels (Gasbarri et al., 2008).

In conclusion, despite several claims linking cognitive performance and the

menstrual cycle (overviews in Farage et al., 2008; Sherwin, 2012), more recent com-

prehensive reviews (Sundström-Poromma & Gingnell, 2014; 2018) suggest no consis-

tent association. Inconsistencies have been attributed to a number of factors: effects

too minimal or transient (Beltz & Moser, 2020), lack of standardization in method-

ological designs and practices (Le et al., 2020; Schmalenberger et al., 2021), research

not taking into account factors that may drastically influence results, such as individual

differences and socio-cultural factors (Jacobs & D'Esposito, 2011; Colzato & Hommel,

2014; Hyde, 2016; Pletzer et al., 2019), and excessive focus on the effect of estradiol

while dismissing or ignoring the influence of progesterone on cognitive performance

(Le, Thomas & Gurvich, 2020). These factors are discussed in more detail in section

1.6 below.
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1.4 The menstrual cycle and metacognition

1.4.1 Defining metacognition

Metacognition can be broadly defined as higher-order thinking about one’s cognition,

i.e., our ability to comment on and regulate our own cognitive abilities (Baker, 2010).

Tracking of cognition is typically carried out automatically and covertly (Heyes et

al., 2020), and is necessary for everyday behaviour, problem solving and learning

(Azevedo, 2020). It also occurs explicitly in the form of self-report surveys and think-

aloud protocols that demand reflection on and assessment of one’s own cognitive, mo-

tivational and emotional operations (Winnie, 2018).

Metacognition theoretical frameworks originally only included metacognitive

knowledge: “. . . one’s stored knowledge or beliefs about oneself and others as cogni-

tive agents, about tasks, about actions or strategies, and about how all these interact to

effect the outcomes of any sort of intellectual enterprise” (Flavell, 1979, p. 906). Of the

three main components (person, task and strategy), person knowledge is of special in-

terest to the study, since it involves self-perceived competence (or self-efficacy). One’s

perceived cognitive competence is dependent on global beliefs (e.g., that memory re-

tention decreases with age) and specific beliefs (e.g., that I work better after a cup of

coffee; Hultsch, Hertzog, & Dixon, 1990).

The maintenance and modification of self-perceived competence occurs through

metacognitive monitoring and metacognitive control processes incorporated in almost

all contemporary frameworks of metacognition since Flavell (1979). Metacognitive

monitoring involves source monitoring, error detection and the registration of emo-

tional reactions to task difficulty (Whitfield, 2005). This emotional component is de-
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tected through metacognitive experiences; conscious cognitive or affective “feelings”

that occur during the task at hand allowing you to gauge how well you are doing

(Schwarz, 2015). These may range from simple spontaneous incidents where you sud-

denly realise that you are not understanding what somebody is saying, to more complex

and lengthy experiences where you wonder for some time whether you can understand

what someone is doing. Metacognitive control is concerned with the self-regulation

of behaviour following metacognitive monitoring. An example of such adaptive be-

haviour would be slowing down reading to better comprehend difficult text (reviewed

in Panadero, 2017; Wong et al., 2019).

Metacognitive monitoring feeds metacognitive knowledge and vice-versa, mak-

ing the two processes highly interdependent. For example, you may feel like you’re far

from achieving a goal (metacognitive monitoring). How you react to this will likely be

informed by your metacognitive knowledge, and the outcome of that will likely once

again re-inform and redefine or reinforce your knowledge. The ability to track perfor-

mance, detect errors and control behaviour is essential in the maintenance of task spe-

cific metacognitive knowledge and self-efficacy (Whitfield, 2005; Kralik et al., 2020).

Issues with metacognitive monitoring and control result in misperceptions of cognitive

ability and hamper both short-term processes as well as long-term achievement efforts

(Borkowski et al. 2000; Efklides 2011).

1.4.2 Metacognition vs cognition

1.4.2.1 Conceptualization and biology

The following excerpt from Azevedo (2020), highlights one of the main challenges in

the field of metacognition:
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“. . . the complex interaction between cognition and metacognition contin-
ues to challenge researchers, as it is hard to distinguish between them since
each of the constructs rely and influence each other and share processes.
This represents a dilemma of having a higher-order agent overlooking and
governing the cognitive system while also simultaneously being part of it”
(p. 92).

In the widely accepted conceptualization by Nelson and Narens (1990), the re-

lationship is characterized by two levels: the object level and the meta-level. The object

level focuses on the processing of cognitive functions, including object discrimination,

spatial representation, and semantic encoding. On the other hand, the meta-level is

concerned with task representation. Bottom-up processing of information is directed

upwards from the object to the meta-level (metacognitive knowledge and monitoring)

and top-down regulation is imposed on object-level functions (metacognitive control).

Recent discoveries have resulted in the fleshing out of this view to include ‘orders of

behaviour’ and ‘access to consciousness’ to the original ‘levels of representation’ di-

mension as demonstrated in Fleming et al. (2012; Figure 1.3).

Typically, metacognition is measured through subjective report, where some

form of conscious reflection or judgement on one’s cognitive activity is made. However,

it is well established that cognitive performance can occur without subjective experi-

ence, as evidenced by studies on blindsight patients (Weiskrantz et al., 1974). Patients

with lesions to the primary visual cortex perform well above chance when responding to

targets even though they report not seeing the targets and have no metacognitive insight

regarding the performance (Ko & Lau, 2012; Scott et al., 2014). A similar phenomenon

occurs in healthy individuals where the target is masked (Kunimoto et al., 2001; Lau &

Passingham, 2006; Song et al., 2011). This supports the notion of a degree of dissoci-

ation between object-level and meta-level functioning (see Figure 1.3) and is mirrored

in other cases where metacognition fails. In patients with schizophrenia, Alzheimer’s
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Figure 1.3: A visualization of metacognition which includes rep-
resentation levels, orders of behaviour and access to consciousness
(adapted from Fleming et al., 2012)

disease, and traumatic brain injury, disparities exist between how subjects perceive

themselves and what others observe (Schmitz et al., 2006, David et al., 2012; Hoven et

al., 2019) as well as between how well they think they perform and how they actually

perform (Flashman, & McAllister, 2002; Rouault, 2018; Moses-Payne et al., 2019). In

cancer patients undergoing chemotherapy, perceived cognitive impairment is reported

as a main symptom yet objective cognitive performance has consistently been shown

to remain intact (Diane & Tallman, 2015; Rosa et al., 2021; Oerlemans et al., 2022).

Evidence has shown that perceived cognitive decline actually precedes the objective

evidence demonstrated with neuroimaging (Saykin et al., 2006; Asher & Myers, 2015).

Significant effort has been made to identify the neural basis of metacognition

(reviewed in Shimamura, 2000; Fleming & Dolan, 2014; Vaccaro & Fleming, 2018).

Dissociation of a neural correlate of cognition from metacognition is only possible if
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the two are operationalized and tested independently to each other; a challenging task

considering their inter-dependencies. Typically, upon stimulus presentation a first order

response (Figure 1.3) is requested so as to measure task performance. An example of

a first order response would be stating whether a stimulus is present/absent or horizon-

tal/vertical. Second order responses take on the form of metacognitive judgements

where participants are asked to rate their confidence in their first order response (Nel-

son, 2001; Fleming & Dolan, 2012). Metacognitive sensitivity is the extent to which

metacognitive judgements accurately predict task performance (Siedlecka et al., 2016).

Neuroimaging studies employing metacognitive judgements reveal distinct neu-

ral substrates between first-order and second-order responses providing support for the

theoretical proposal by Nelson and Narens (1990) that cognition operates, at least to

some degree, separately to metacognition (reviewed in Shimamura, 2000; Fleming et

al., 2012; Vaccaro & Fleming, 2018). In all second-order judgements, irrespective of

task, the role of the prefrontal cortex (PFC) is highlighted (Hayes & Kasnizak, 2005,

Fleming & Dolan, 2014; meta-analysis in Vaccaro & Fleming, 2018). In their study,

Qiu et al. (2018) found activation of the anterior PFC, specifically the dorsal anterior

cingulate cortex and lateral frontopolar cortex, during second-order judgments. How-

ever, during first-order judgments, the inferior frontal junction was activated. In Bellon

et al., (2020) the inferior frontal gyrus which is a part of the PFC, was activated during

metacognitive monitoring in children but not during the actual mathematical task. And

in Fleming et al., (2010), metacognitive accuracy in a perceptual decision-making task

was correlated with grey matter volume in the right rostrolateral areas of the prefrontal

cortex (PFC); a region which was not employed during the objective performance sec-

tion of the test. Evidence for the value of the PFC in metacognition is also mirrored

in lesion studies where patients with damage to the prefrontal cortex have impaired

metacognitive judgements (reviewed in Shimamura, 2000). Similarly, disorders show-
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casing metacognitive failure such as Korsakoff’s syndrome and schizophrenia respec-

tively demonstrate atrophy in the frontal lobe (Shimamura & Squire, 1986) and reduced

anterior medial PFC activity during self-reflection when compared to controls (David

et al., 2012).

Results are mixed as to whether metacognition is domain-general or domain-

specific, dependent on the respective first-order task (reviewed in Rouault et al., 2018).

Domain-general camps suggest that metacognitive insight into a task is a good indica-

tor of results in another (Ais et al., 2016; Faivre et al., 2018; McCurdy et al., 2013;

Song et al., 2011) while others propose that different types of insight are fractionated,

with one dysfunction not necessarily predicting the other (Baird et al., 2013; Fitzger-

ald et al., 2017; Garfinkel et al., 2016; Morales et al., 2018). David et al., (2012)

demonstrated that patients with schizophrenia showed aberrant judgements of agency

but intact judgements of performance for the same task and Hayes et al., (2005), found

preserved prospective judgements but impaired retrospective confidence judgments in

patients with lateral frontal lesions. On a neural level, the same conflicting results and

arguments for both views are found (Fleming et al., 2014; Morales et al., 2018; Valk

et al., 2016). This has led some authors to believe in the co-existence of both domain-

general and domain-specific systems (Fielder et al., 2019).

As an end note, it is crucial to point out that while second-order responses are

taken as a marker for metacognition, it is possible that not all second-order behaviours

are meta-representative (Figure 1.3). If judgements are being made directly using in-

formation provided by the stimulus, then second-order judgements may be happening

at an object-level representation (Fleming et al., 2012; Vaccaro & Fleming, 2018; Fleur

et al., 2020). While this scenario is theoretically possible, it still needs to be proven

empirically. At this stage it is safe to say that since, as seen above, cognitive and
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metacognitive behaviours have proven dissociable, with this dissociation also being

demonstrated via two-layer neural network computational models (Timmermans et al.,

2012), then at least some degree of separate representation at a neural level is highly

probable (Fleming et al., 2012).

1.4.2.2 Metacognition vs cognition in the context of the menstrual cycle

Very few studies exist that directly assess and compare cognitive and metacognitive

changes related to the menstrual cycle. In a study investigating the disparity between

cognitive functioning and self-perceived cognitive effectiveness, participants under-

went a series of neuropsychological assessments during different phases of the men-

strual cycle. They were requested to evaluate their perceived efficacy before and after

completing each task. The accuracy of their perceived efficacy was determined by com-

paring the efficacy ratings with actual performance. The findings did not indicate any

significant impact of the menstrual phase on cognitive facilitation and did not uncover

notable variations in metacognitive accuracy between phases or genders (Whitfield,

2005). Another study looked at the effect of the menstrual cycle on metamemory and

everyday memory (n=60 healthy women) via questionnaire sampling at three intervals

throughout the cycle (Zare et al., 2013). Results were mixed, suggesting phase in-

fluences for everyday memory and certain sub-scales of metamemory (perception of

ability and strategies) but not for others (contentment with memory).

Meza-Moreno et al. (2021) examined the effectiveness of self-reported ex-

ecutive functioning compared to performance-based measures in understanding PMS

and PMDD. Results by each measure were compared to an administered premenstrual

symptoms screening test. Findings showed that self-reported complaints correlated

strongly with severity of PMS/PMDD as measured by the screening tool, with associ-

ations being almost double during the luteal phase as compared to the follicular. Only
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very weak associations were found between performance-based measures and symptom

screening test results.

Unfortunately, the mentioned studies are marred by significant flaws, includ-

ing a lack of within-subject design, underpowered, absence of hormonal measures to

identify the menstrual phase, testing conducted at different times of the day, interval

testing, and failure to identify sensitive populations, among others. Further, the exist-

ing research shows that in stark contrast to other areas where metacognitive research

has exploded over the past few years, metacognition is not yet being considered as a

factor in menstrual disorders (e.g., PMS/PMDD). Areas where metacognitive research

has become well-established include fibromyalgia, chronic pain, anxiety and mood dis-

orders, schizophrenia and chemo impairment. Similar to menstrual conditions, all ex-

hibit subjective cognitive impairments and are rooted in the somatic and psychological

(Quattropani et al., 2014; Sellers et al., 2018; Pahlevan et al., 2019; Ranieri et al., 2020;

Batmaz et al., 2021; Ortega-Gonzales et al., 2021).

There is a gap in the research pertaining to self-reported cognitive symptoma-

tology (a metacognitive measure), how it relates to other symptoms, and how symptoms

differ between individuals. To begin with, however, there is the pressing question of

whether metacognition truly varies as a result of the menstrual cycle.
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1.5 Pathways underlying metacognition

Evidence for the separation of metacognition and cognition suggests that the menstrual

cycle can influence metacognition directly or via mediating factors even if it does not

have an effect on cognition. Reported cognitive improvements or deficits experienced

throughout the cycle can occur as a result of a number of pathways including: direct

gonadocorticoid influence on metacognitive monitoring, altered metacognitive beliefs

based on personal and sociocultural expectations, and through other concurrent symp-

toms such as pain or emotional distress; all influences which can occur independently

of objectively-identifiable cognitive changes. The different ways that the menstrual

cycle can affect metacognition are addressed in more detail below.

1.5.1 Direct sex steroid influence

Metacognition has been shown to be sensitive to the effects of sex-specific hormones.

In a study examining meta-memory, Hodgetts et al. (2015) found that individuals ex-

hibiting schizotypal traits with higher levels of estradiol showed a significant decrease

in the production of false memories compared to matched controls with lower levels

of estradiol. Additionally, participants with higher estradiol levels displayed less con-

fidence in their false memories compared to those with lower estradiol levels. In an

exploratory study, Barrau-Sastre et al., (2022), used menstrual cycle length, amongst

other factors, as a marker for cumulative estrogen levels and found an association be-

tween cycle length and self-certainty. Similarly, self-reported cognitive failures such

as rumination (a repetitive pattern of thinking) have been shown to be estradiol de-

pendent (Graham et al., 2018). Finally, studies looking at the effect of estrogen on

cognition found that influence was only (Keenan et al., 2001) or more strongly (Jacobs
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and D’Esposito, 2011; Hjelmervik et al., 2012) detectable in tasks that required a high

level of executive functioning (possibly metacognition).

Kara et al., (2022), compared androgen levels in adolescents with polycystic

ovary syndrome to measure the effects of hormones on metacognition. Cognitive mon-

itoring scores were significantly higher in the non-hyperandrogenism group, with high

androgen levels being also correlated with meta-worry (the persistent worry about one's

own thoughts and cognitive processes). Research on the relationship between proges-

terone and metacognition is virtually non-existent with estrogen continuing to be the

“prototypic” sex hormone of women. As echoed by others, more study on the function

of progesterone is needed (see Henderson, 2018; Sundstrom-Poromaa et al., 2020).

Research exploring the effect of gonadal hormones on metacognition by study-

ing sex differences is inconclusive, with the latest review papers attributing this to aver-

aged results (Moritz et al., 2017; Ferrer-Quintero et al., 2022). Studies that have gone

beyond mean differences have found that for example psychosis patients have differing

symptom insight profiles based on sex (see Lysaker et., 2019; Garcı́a-Mieres, 2020)

and also respond differently to metacognitive training (Salas-Sender et al., 2019).

It is also important to highlight the role of neurotransmitters in modulating

metacognitive effects. Jacobs and D’Esposito (2011) and Colzato and Hommel (2014)

both showed that the effect of estradiol on cognition depends on individual variations in

dopamine baseline levels. Their findings indicate that cognitive performance improves

with moderate dopamine levels but deteriorates with high or low levels, following an

inverted-U function. Additionally, Joensson et al. (2015) discovered that participants

who received 100mg of L-dopa showed enhanced metacognitive ability compared to

those who received a placebo. Moreover, dopamine administration was associated with

increased activity in the medial prefrontal cortex. Similarly, Clos et al., (2019), found
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that blocking dopamine receptors via administration of antagonist haloperidol, resulted

in impaired metacognitive memory confidence. While the estrogen-dopaminergic sys-

tem is given the most attention (see Sotomayor-Zárate, 2014) sex steroid hormones

have been shown to interact with several other neurotransmitter systems including nore-

pinephrine (Ganazzani et al., 1997), serotonin (McEwen & Alves, 1999), acetylcholine

(Mitsushima, 2010) and GABA (Epperson et al., 2002). In turn, all these neurotrans-

mitters have been shown to modulate metacognitive skills (in order: Hauser et al., 2017;

Livermore et al., 2021).

1.5.2 Metacognitive beliefs

Metacognitive beliefs are defined as “stable knowledge or beliefs about one’s own cog-

nitive system, and knowledge about factors that affect the functioning of the system”

(Wells 1995, p. 302). These beliefs about one’s ability may be aligned or misaligned

with one’s actual ability.

The menstrual cycle is a biological phenomenon with social implications. It

influences a woman’s personal identity, behaviour and perception of ability, and in turn

shapes culturally-shared beliefs and expectations about the role of women in society

(Sommer, 1992; Richardson, 1992). Universally, menstruation has almost always been

viewed negatively; as something “unclean” that needs to be controlled by means of

various rituals and taboos (Delaney et al., 1976; Tan et al., 2017; Holst et al., 2022).

The stigmatizing mark of menstruation can be seen in the effort made to conceal it. It

is typically avoided in conversation, discussed only under certain circumstances such

as amongst female friends or in a doctor’s office (Kissling, 1996) and even then, eu-

phemisms are commonly used (Golub, 1992; Chrisler, 2011). Advertisements for men-

strual hygiene products focus on their unobtrusiveness under clothes and in bags (Mer-

skin, 1999) further playing into the narrative of secrecy and the fear of being discovered
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as menstruating (Oxley, 1998). The stereotypical menstruating or premenstrual woman

is portrayed in books, movies, magazines and other “humorous” media like greeting

cards, bumper stickers and internet memes, as fluctuating between tearful, weak and

physically ill or mentally unstable, violent, irrational and out of control (Chrisler 2007,

2008; Marvan & Cortes-Iniestra, 2008).

In the workplace, women have long been stigmatized against because of the

belief that work performance is negatively affected by the cycle as a result of cog-

nitive deficits, even though research on objective performance is inconclusive at best

(Sundström-Poromaa, 2018). Reports indicate that menstrual performance stigma is

still very present (DPG, 2019). While extreme measures such as female pilots not be-

ing allowed to fly during “the dysfunction of their menstrual cycle” no longer apply in

our culture (Cole, 1992), recent studies are still investigating whether women can per-

form their duties in aviation (Mumenthaler et al., 2001) and the military (Deuster et al.,

2011; Manski et al., 2014) as a result of their cycle. Pushbacks against measures such

as menstrual leave policies are chiefly justified on the basis that these measures will

further exacerbate existing discrimination and negative attitudes toward menstruators

(Levitt, & Barnack-Tavlaris, 2020; King, 2021).

Findings have shown that negative global attitudes to menstruation become in-

ternalized self-beliefs which influence girls’ and women’s self-esteem (Hill & Durante,

2009), body image (Roberts, 2004), self-presentation (Karlsson et al., 2014), assertive-

ness and self-efficacy (Blake et al., 2022). Women’s self-perception of ability as a result

of the menstrual cycle is overwhelming negative (Johnston-Robledo & Chrisler, 2020),

with positive cognitive changes such as higher creativity, inspiration, and work produc-

tion, being much less commonly reported (Farage et al., 2008; Souza et al., 2012).

Because of this, several studies have suggested that self-reports of menstrual
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symptoms could be more due to global attitudes, stereotypes and expectations than the

physiological reality of the menstrual cycle (Paige, 1971; Parlee, 1974; Kowalski &

Chapple, 2000; Morgan & Rapkin, 2002, Marvan & Cortes-Iniestra, 2008; Feinberg,

2020). Studies have in fact shown that self-reports can be influenced by something

other than direct experience. Englander-Golden et al., (1978) manipulated study pur-

pose and made the menstrual cycle salient (retrospective questionnaire) or not salient

(general daily questionnaire). Emotional and behavioural factors showed no variation

when the menstrual cycle was not a salient part of the study. Marvan and Cortes-Iniestra

(2001), demonstrated that women who overestimated the prevalence of PMS in the gen-

eral population, reported higher premenstrual changes in retrospective questionnaires.

This bias in retrospective recall, followed by misperceptions about PMS, showcases the

influence of cultural stereotypes when reporting about one’s menstrual experience.

The 1996 metacognitive model of Wells and Matthews (also known as The

Self-Regulatory Executive Function (S-REF) model) is presented in Figure 1.4. This

model has attracted widespread interest because it accounts for the subjective elements

that may play a role in psychological and physical distress. The S-REF consists of three

interacting levels: a low-level sensory and cognitive system, a regulatory middle system

which receives and appraises cognitive information, and high-level self-beliefs which

guide and provide coping responses through the metacognitive process. The model’s

two central tenets are that 1) distorted self-beliefs can serve as the onset for maladap-

tive cognitive skills, and that 2) maladaptive coping skills in turn feed and maintain

distorted self-beliefs (Wells & Cartwright-Hatton, 2004). Repeated and unchallenged

maladaptive coping and toxic thinking styles then contribute to psychological disor-

ders/difficulties or distress (Wells & Simons, 2009).
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Figure 1.4: The Self-Regulatory Executive Function (S-REF)
model of Wells & Matthews (1996, p. 883) consists of three in-
teracting levels: a low level sensory and cognitive system, a regu-
latory middle system which receives and appraises cognitive infor-
mation, and high level self-beliefs which guide and provide coping
responses through the metacognitive process. Distorted or prob-
lematic self-beliefs can lead to maladaptive coping skills such as
obsessive hyper-monitoring of body states.
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Here I present an example demonstrating the model’s value. Mary believes that

her ADHD gets worse a week before her period. This leads to a series of metacognitions

(e.g., beliefs about one’s own worries): that she won’t be able to cope at her nursing

job because she’ll be distracted; that she won’t get anything done at home because of

sensory overload; and that she’ll be overwhelmed and unmotivated for a week. These

disruptive metacognitions in turn lead to maladaptive coping measures such as: perse-

verative thinking (constant worry, rumination, over-analysing); inflexible self-focused

attention (monitoring for signs of bleeding, constant checking cycle days on calendar,

hyper-vigilant look out for attentional deficits); and counterproductive coping skills

(trying to distract from the problem). As a result, Mary feels distracted and not in

control; her maladaptive practices feed distress and perpetuate beliefs about symptom

consequences, duration and the ability to control symptom outcome.

Metacognitive beliefs have been linked to a wide range of psychopathological

conditions including anxiety disorder, clinical depression, obsessive-compulsive symp-

toms, schizophrenic disorders, anorexia nervosa and bipolar disorder (reviewed in Sun

et al., 2017; Sellers et al., 2018; Batmaz et al., 2021). The association has also been ev-

idenced across a number of physiological conditions including: epilepsy (Fisher et al.,

2016; Parkinson’s disease (Brown and Fernie, 2015), chronic fatigue (Maher-Edwards

et al, 2011), diabetes (Purewal & Fisher, 2018), cancer (Cook et al., 2015a; Mutlu et

al., 2018) and others (reviewed in Lenzo et al., 2020). In a number of populations

metacognitive beliefs are the main predictors of anxiety, depression and trauma (Cook

et al., 2015b; Quattropani et al., 2016; Ranieri et al., 2020).

With respect to the menstrual cycle, literature directly investigating the role

of metacognitive beliefs on symptom outcome, metacognitive or otherwise, is non-

existent. Supportive evidence comes from three streams. Firstly, evidence has shown
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that metacognitive beliefs affect metacognitive symptoms. Spada et al., (2010), demon-

strated a link between metacognitive beliefs about worry and a self-reported decrease

in ability to shift and focus attention. Similarly, Moulds et al., (2010), showed that

participants with high levels of metacognitive beliefs reported higher rumination. Sec-

ondly, strong support for the influence of metacognitive beliefs comes from demon-

strated associations between menstrual attitudes and menstrual symptoms and expe-

riences (Chang & Chen 2009; Rabiepour et al., 2017; Ghiasi et al., 2018; Larki et

al., 2022). Negative or positive approaches towards menstruation are strongly linked

to the perception and severity of menstrual symptoms (Yeung et al., 2005; Kulakac¸et

al., 2008; Erbil et al., 2015). Finally, support for the S-REF model is also evidenced

by increased maladaptive cognitive strategies as a result of the cycle. Around men-

struation women reported increased self-consciousness, hypervigilance and repeated

self-monitoring (Oxley, 1998). Similarly, compared to controls, women with PMDD

showed premenstrual increases in self-focused attention and rumination (Craner et al.,

2013; Craner, Sigmon, & Young, 2016). According to Fontana (1994), women with

PMDD exhibited a tendency to perceive situations as more stressful, undesirable, and

changeable during the premenstrual phase compared to the postmenstrual phase, in

contrast to the control group. Notably, no significant differences in the frequency of

stressful occurrences were reported between the two groups. The efficacy of cognitive

therapy in treating PMS and PMDD lends further support for the effect of metacogni-

tive beliefs and coping strategies on the menstrual symptom experience (Lustyk et al.

2009; Kleinstäuber et al., 2012; Kancheva Landolt & Ivanov, 2021).

Additionally, an interesting study by Li et al., (2020), showed that women with

general anxiety disorder (GAD) reported an increase in repetitive negative thoughts

from the follicular to the luteal phase. Surprisingly, this increase was not correlated with

changes in estrogen or progesterone levels. It was also not associated with changes in
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reported anxiety symptoms. Further, the effect was not seen in women without GAD.

The possible exclusion of hormonal involvement and mediating affective symptoms

could suggest the involvement of other factors such as metacognitive beliefs and mal-

adaptive coping strategies. This is especially possible when factoring in the individuals’

psychopathological disorder (GAD).

It is possible that metacognitive beliefs also mediate a wide range of menstrual

symptoms. Metacognitive beliefs about worry and rumination have been associated

with self-reported pain behaviour and pain catastrophizing (Yoshida et al., 2012; Spada

et al. 2016; Ziadni et al., 2018; Schutze et al., 2020). Similarly, maladjusted metacog-

nitive beliefs have been shown to negatively impact daily functionality and pain in

fibromyalgia patients (Kollmann et al., 2016; Kuppens et al., 2015; Ortega-Gonzales et

al., 2021) and chronic pain sufferers (De Rooij et al., 2013; Lee et al., 2017; Pahlevan et

al., 2019). Zarbo et al., (2019; 2022) demonstrated that in women with endometriosis,

metacognitive beliefs predicted sexual distress over and above pain severity. Coping

strategies, metacognitive beliefs, and worry traits were proposed as modulators of pain

experience and psychological distress. Metacognitive beliefs have also been shown to

influence cognitive performance. In Kraft et al., (2017), dysfunctional metacognitive

beliefs were associated with decreased executive control and reduced ability to shift

between mental sets.

Similar evidence is available for affective symptoms. Metacognitive beliefs

were significantly associated with perceived stress and negative emotions (Spada et al.,

2008b), and were the strongest predictor for both anxiety and depression in a longitu-

dinal study of 1,380 individuals (Spada et al., 2008a). This result was replicated by

Yilmaz et al., (2011), in the context of stressful life events. Metacognitive beliefs were

also shown to be better predictors of anxiety and depression than other mechanisms
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such as attention, awareness and control (Solem et al., 2015; Reinholdt-Dunnel et al.,

2019; Aldahadha, 2021).

To summarize, the presented S-REF model suggests that personal or global

negative menstrual perceptions can result in destructive metacognitive beliefs and mal-

adaptive cognitive coping practices. In turn these have an effect on the perception of

menstrual symptom presence and severity.

1.5.3 Other menstrual cycle symptoms

The prevalence and diversity of menstrual cycle symptoms has long been recorded

(Moos, 1969). Amongst the most commonly reported physical and mood disruptions

are: depressed mood, irritability, tension, mood swings, bloating, breast tenderness,

cramps, gastrointestinal issues, back pain, headaches and acne (Zaka & Mahmood,

2012; Ryu & Kim, 2015). Symptom correlations (Kiesner & Pastore, 2010; Eisenlohr-

Moul et al., 2015) and co-variations across the cycle (Kiesner & Martin, 2013; Kiesner

et al., 2016) are well-established and are a result not just of concurrent steroid effects

but also of symptom influences on each other (Kiesner, 2017; Handy, 2022). For ex-

ample, menstrual fatigue has an influence on social engagement, which can contribute

to depression and isolation (Owens et al., 2020), and menstrual physical discomfort in

the form of headaches or cramps can result in emotional changes such as irritability

(Kiesner, 2009).

It is highly plausible, therefore, that even if they are not the direct cause, sex

hormones may trigger a chain of causation leading to proximate symptoms that af-

fect the metacognitive experience. Not much is known about metacognitive symp-

toms’ relation to other cycle symptoms. Outside of the cycle, in aging populations and

chemotherapy patients, research has shown that subjective memory complaints are not
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consistently linked to cognitive impairment. However, these complaints consistently

show a relationship with depressive symptoms, suggesting that affective symptoms

may play a mediating role (Reid, 2006; Pullens et al., 2010; Jansen, 2013; Kuba et al.,

2019). Similarly, in perimenopausal women, Ford et al. (2004) showed that anxiety and

depressive symptoms were the primary predictors of perceived memory impairments.

This finding was further supported by Weber and Mapstone (2009), where memory loss

reports were not linked with performance but were related to depressive symptoms, so-

matic issues, and trouble sleeping. In the same population, vasomotor symptoms (hot

flushes) were unrelated to objective cognitive performance but were shown to be a sig-

nificant predictor of subjective forgetfulness (LeBlanc et al., 2007; Mitchell & Woods,

2011; Dragos et al., 2014). Confirmatory factor analysis (CFA) studies in PMS/PMDD

women have demonstrated the same factor loading for metacognitive symptoms (e.g.,

the sense of being out of control; feeling overwhelmed) and physical and emotional

symptoms. This supports the idea of united underlying pathways for all symptoms

(Teng et al., 2004; Wang et al., 2007).

A number of possible pathways linking metacognition to other menstrual cy-

cle symptoms are presented below. While most connections are theoretical, they pave

the way for association studies which in turn lead to understanding symptom causes,

consequences and treatments.

1.5.3.1 Biological pathways — CNS

Sex steroid induced stress is a possible cause of metacognitive disruptions. That stress-

ful events have an impact on metacognitive processing is well documented (Reyes

et al., 2015; Barrientos et al., 2020; Drueke et al., 2022). The stress response typ-

ically consists of a cascade of mechanisms governed by the Hypothalamic-Pituitary-

Adrenocortical (HPA) axis, where released hormones, cortisol and catecholamines, are
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shown to target the PFC (Arnsten, 1998; 2009). Rostral and dorsal aspects of the

lateral PFC are important metacognitive accuracy regions and are stress hormone hot-

spots (Fleming et al., 2012; Baird et al., 2013; de Martino et al., 2013). Metacognition

involves the inward orientation of attention to allow self-reflection. Acute stress is

thought to shift brain activity from endogenous attention areas like the dorsolateral and

medial PFC, to exogenous attention for vigilant monitoring. (Qin et al., 2010; Hermans

et al., 2014; Reyes et al., 2015).

A bidirectional pathway for the influence of metacognition on affect is also

possible. Metacognitive emotion regulation is the process underlying the deliberate

change in thoughts and goals to ease negative emotions. Studies looking at menstrual

cognitive effects in PMS/PMDD populations are notoriously inconclusive – except for

when studying tasks with a cognitive-emotional basis, where a consistent, replicable de-

cline in the luteal phase is evidenced (reviewed in Eggert et al., 2017; Slyepchenko et

al., 2017; Le et al., 2020). Mahon et al., (2015) and Manikandan et al., (2016), demon-

strated that women with high emotional regulation difficulty reported higher levels of

menstrual severity as a result of lower perceived control (a metacognitive measure).

Similarly, Graham et al., (2017), demonstrated that sex hormones interacted with emo-

tion regulation strategies such as rumination to predict negative affect.

1.5.3.2 Biological pathways—non-CNS

The presence of steroid hormone receptors, indicating the potential effects of steroid

hormones, has been demonstrated in various tissues beyond the CNS (reviewed in

Farage, Neill & MacLean, 2009). One possible pathway by which gonadal steroids

can influence metacognition, is through the mediation of biological mechanisms in non-

CNS tissue. That estrogen and progesterone fluctuations influence inflammation is well

documented (Whitcomb et al., 2014; Dragin et al., 2017; Yama et al., 2020). One effect
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is increased production of circulating proinflammatory cytokines (Dias et al., 2022)

which cross the blood-brain barrier (Stenfors et al., 2017) act as neuromodulators (Stu-

art & Baune, 2015) and have adverse effects on the CNS (Taipa et al., 2019; Janelsins et

al., 2022). Proinflammatory cytokines have been shown to disrupt high level cognition

and metacognition (Peters et al., 2019; Kindler et al., 2020; Bourgognon & Cavanagh,

2020; Muscat & Barrientos, 2021).

Interestingly, affective stressors have been shown to alter the immune system in

the same way after activating the hypothalamic pituitary adrenal axis and sympathetic

nervous system (Irwin & Cole, 2011). According to Marriman et al., (2014) genetic

variations such as single nucleotide polymorphisms, underlie metacognitive symptom

vulnerabilities to inflammation, highlighting the importance of identifying and target-

ing sub-groups when studying menstrual effects (in depth overview in Section 1.6). The

fact that affective stressors are themselves sensitive to sex hormone changes and are

also a cause of menstrual inflammation (reviewed in Kiesner, 2017) means that steroid

hormone presence could set off a domino effect/feedback loop where metacognition

is mediated both by inflammation and stress. Furthermore, physical symptoms like

headaches and irritable bowel are also hypothesized to be the by-products of menstrual

inflammation (Cupini et al., 2021; Thomas et al., 2020). All this serves to highlight

how intricate and interwoven menstrual symptom pathways are.

Similar complex pathways are seen with other tissues like the gut. GI tissue

is rich in steroid receptors, so it is susceptible to steroid hormone influences (Pfaffl

et al., 2003; Garcia-Gomez et al., 2013; Rastelli et al., 2022). Issues of the gut, like

altered gut microbiota (dysbiosis), are well-linked to cognitive dysfunction (reviewed

in Luca, 2020). Possible routes include direct activation of the vagus nerve through

infection (Bercik et al., 2011), through inflammation (Rundek et al., 2021) and through
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the production of gut-derived neurotransmitters (Rea et al., 2016).

1.5.3.3 Experiential pathway

It is possible that the mere experience of a symptom influences another. According

to the physical distress model, menstrual cycle physical pain or discomfort can have

a direct resultant effect on psychological symptoms (Kiesner et al., 2016; van Iersel

et al., 2016). So, for example, menstrual headaches can result in changes in mood.

Kiesner (2017), suggests that effects can be bidirectional. Psychological symptoms,

for instance, can cause physical symptoms to feel more intense (Kiesner, 2017). The

same pathway can be suggested for subjective cognitive impairment, with physiological

and psychological distresses bringing about possible perceived attentional or memory

deficits and eliciting symptoms of ‘loss of control’ and ‘cognitive fog’. In certain cases,

symptom experience may trigger a chain of reactions. For example, Allen et al., (2016)

and Hauser et al., (2017), demonstrate that the experience of pain, with its negatively-

valanced and physiologically arousing qualities (e.g., increased heart rate), can affect

metacognitive judgements resulting in altered (over-) confidence in perceptual deci-

sions.

1.5.3.4 Distal stressors

So far, the pathways discussed involved endocrine changes causing rapid effects on

tissues (CNS/non-CNS) through the mediation of other symptoms, physiologically

(e.g., genomic/non-genomic hormone/neurotransmitter effects, gut-to-brain signaling,

immune response cytokine signaling) or experientially (e.g., physical distress hypoth-

esis; Kiesner, 2016) to result in an immediate plethora of physiological, affective and

cognitive symptoms which at times feed-back and reinforce the effect. In Kiesner's
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(2017), Menstrual Cycle-Response and Developmental Affective-Risk Model (MCR-

DAR) the immediate symptoms resulting from gonadal steroids, along with underlying

physiological responses and metabolic changes, are referred to as proximal stressors.

The same model proposes that proximal stressors initiate a sequence of be-

havioural and developmental changes that have long term consequences (see Figure

1.5). Menstrual cycle symptoms (proximal stressors) may affect participation and

engagement in important developmental activities (successful engagement), such as

school, social relationships, and physical activities, which in turn lead to long-term

maladaptive psychological adjustments (near-proximal adjustment) such as negative

body-image and low self-esteem, which are not directly determined by the menstrual

cycle but are influenced by the experiences associated with it. Maladaptive adjustment

problems can then lead to long term consequences which further propagate symptoms

and pathological disorders. Cumulative consequences are the result of a snowball of

life events triggered by menstrual symptoms, while contemporary consequences are

the result of persistent menstrual symptoms and traits (Kiesner, 2017).

Since the MCR-DAR model is expounded in depth in Kiesner (2017), only a

few examples evidencing the model will be provided here. Evidence for engagement

influence on menstrual symptoms - the feedback route from engagement to proximal

stressors in Figure 1.5 - can be seen from COVID-19 studies. Lifestyle changes such as

social distancing, travel restrictions and working from home, forced by the pandemic,

have led to changes in behaviour (different sleep, work, eating patterns) and social

engagement (isolation, more time in front of screens). These changes have had a drastic

influence on menstrual cycle experience. Studies have repeatedly found increases in

the 30-50% range for the appearance of dysmenorrhea and the worsening of menstrual

symptoms (Phelan et al., 2020; Robb et al., 2020; Lebar et al., 2022).
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Figure 1.5: Graphic representation of Kiesner’s (2017) Menstrual
Cycle-Response and Developmental Affective-Risk (MCRDAR)
model. Taken from Kiesner (2017), page 227.

Pandemic stress - imitative of the proximal stressors to engagement route in

Figure 1.5 - was also shown to exacerbate negative behaviour, coping skills and men-

strual symptoms (Muharam et al., 2022; Demir, 2021). Menstrual-symptom triggered

behaviours like increased interpersonal conflicts and reduced social engagements have

been linked to depression and isolation and attributed to high suicide rates in PMDD

women as compared to non-PMDD controls (Owens et al., 2010; Handy, 2022). Sim-

ilarly, menstrual affective and metacognitive symptoms like impulsivity and distorted

judgements, have been linked to consequences like alcoholism (Carroll et al., 2015),

substance use (van Iersel et al., 2016) and non-suicidal self-injury (Lockwood et al.,

2017). Evidence for the role of dysfunctional psychological and cognitive adjustments

as resultants and perpetrators of menstrual symptoms and as important contributors to

physiological and psychological pathologies, has already been presented for maladap-

tive cognitive skills in the section about metacognitive beliefs (see section 1.5.2).
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Summary: A series of possible pathways linking the menstrual cycle to metacog-

nition were presented in this section. Somatic pathways include: direct biological

pathways (via neurotransmitters, gut-to-brain signalling, inflammation) and symptom-

mediated biological pathways. Consideration for the subjective psychological compo-

nent of the menstrual cycle is given via symptom experiential routes and the psychoso-

cial route of metacognitive beliefs and other distal effects. It is likely that effects are a

result of a number of interacting bidirectional pathways.

The next section calls attention to the primary methodological pitfalls of men-

strual research and how to circumvent them.
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1.6 Studying the menstrual cycle

The presence of discrepancies among results is a prevalent theme in the field, high-

lighting the importance of understanding their underlying causes. Such understanding

is crucial for critically assessing the existing literature and adopting a robust method-

ological design that ensures meaningful and replicable results. According to Schmalen-

berger et al., (2021), inconsistencies are due to three main reasons: not accounting for

individual heterogeneity, lack of standardization in study designs, and low statistical

power. These issues are discussed in detail below.

1.6.1 Not accounting for individual differences

Menstrual cycle differences between women have long been documented. Women have

been shown to experience different symptoms (Shoep et al., 2019), for different dura-

tions (Pearlstein et al., 2005), at different points in the cycle (Kiesner, 2011), with

differing symptom intensities (Lustyk et al., 2008) and symptom reactions (Kiesner,

2017).

Variations in physiological factors are a clear source for individual differences

as demonstrated by different responses in effectiveness and side effects to pharmaco-

logical manipulations of reproductive steroids (Kiesner, Mendle, Eisenlohr-Moul, &

Pastore, 2016). Research has shown that women have differing amounts of hormones

at the same points in the cycle (Sundstrom Poromaa & Gingnell, 2014) as well as dif-

fering sensitivity to said hormones (reviewed in Kiesner, 2017). For instance, the pres-

ence of naturally varying amounts of neurotransmitters, notably dopamine, has been

found to influence the extent to which estrogen affects cognition (Jacobs & D'Esposito,

2011; Colzato & Hommel, 2014; Hidalgo-Lopez & Pletzer 2017). Similarly, the effect
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of estrogen on working memory has shown to be dependent on interactions with the

COMT Val158Met genotype, further highlighting the influence of genetic variations

(Jacobs & D’Esposito, 2011; Smith et al., 2014).

As previously discussed, other factors beyond physiological responses, such as

sociocultural influences and personality traits, may also play a role in symptom report

variation. Specific menstrual beliefs and more general values vary between individual

families, cultures and sub-cultures, and affect symptom associations formed (Brooks-

Gunn & Ruble, 1986; Obermeyer & Sievert, 2007; Chrisler & Gorman, 2019). For

example, Clarke and Ruble (1978), revealed that a girl’s experience during menarche,

including the level of preparedness and the reactions of parents and friends, influenced

the subsequent reporting of symptoms during later menstrual periods. These individual

associations, whether positive or negative, are then integrated and reinforced by various

biases in information processing related to cyclicity. In a clinical sample, Hodgetts, et

al. (2015) demonstrated that the effects of estrogen on false memory rates and meta-

memory differed depending on the personality of the participant (high schizotype vs

low schizotype). In non-clinical samples, metacognition has been shown to be affected

by self-esteem (Ehrlinger & Dunning, 2003), self-efficacy (Moores et al., 2006; Roe-

bers et al., 2012), goal orientation (Sperling et al., 2004) and attributional style (Spencer

et al., 2021).

Another factor that may vary between individuals is metacognitive ability it-

self. People with higher metacognitive sensitivity have a better grasp of their cognitive

abilities than those with low metacognitive sensitivity (Fleming, 2014), suggesting that

the two could report different symptoms even if their menstrual cycle experience was

exactly the same. Interindividual differences in human metacognitive ability have been

identified across a number of cognitive domains including perception, memory and
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decision-making (Song et al., 2011; Fleming et al., 2012, 2010; Baird et al., 2013).

Neurologically, Hu et al., (2017) suggests that grey matter volume relates to individual

variations in accuracy of metacognitive judgements.

In spite of the overwhelming evidence for physiological and psychological

variation in the menstrual experience, the vast majority of literature in the field man-

ifestly fails to account for between-person variation, instead focusing on modelling

effects at the group level (Kiesner et al., 2016; reviewed in Sundstrom Poromaa and

Gingnell, 2014; Schmalenberger et al., 2021). Group measurements make the under-

lying assumption of ‘sameness’ (homogeneity) within groups. If this assumption is

violated, measured differences get diluted and/or disappear entirely. Failing to model

within-person effects will likely result in underestimated effect sizes and increase the

chance of wrongfully accepting a false null hypothesis. This is especially the case if,

as happens with the majority of studies, sensitive populations (e.g., subjects with PMS,

PMDD etc.) are not previously identified and sample sizes are small. Moreover, un-

less the data is approximately normally distributed, the arithmetic mean is not only

uninformative but also misleading. Schmalenberger et al., (2021), cite lack of account-

ability for individual differences as the single biggest contributor towards conflicting

and inconclusive results in menstrual cycle research.

The gold standard in menstrual research is the modelling of between-person

differences while accounting for within-person changes across the cycle (Leeners et

al., 2017). Methods such as multilevel modelling (MLM) allow the estimation of both.

MLM can provide estimates for average cycle effects (i.e., fixed effects) as well as in-

dividual differences in the direction and size of effects (i.e., random effects). Individual

differences can be modelled top-down, using hypothesis-driven approaches, in which

between-person characteristics are specified as moderators of within-person cycle ef-

41



fects (e.g., Eisenlohr-Moul et al., 2016; Roberts et al., 2018) or bottom-up, to identify

unique groups of symptom changes across the cycle (Kiesner, 2011; Eisenlohr-Moul et

al., 2019).

1.6.2 Lack of standardization

Menstrual cycle research is challenging because in order to utilise the cycle one has

to operationalise it. Though the sequence of events (the hormonal flux) is fixed, the

exact timing of the individual events and levels of hormones achieved at each stage

varies significantly from woman to woman and cycle to cycle. For example, one cannot

simply ‘standardize’ the cycle to a 28-day standard because this presumed ‘typical’

28-day cycle is found in only 15% of women (Bull et al., 2019). Inconsistencies and

imprecisions in the measurement and definition of cycle days and phases make study

results questionable and study comparisons and replications difficult if not impossible

(Allen et al., 2016, Hampson, 2020).

One of the key factors in ensuring proper cycle phase and reducing error vari-

ance is to screen participants for ‘typical’ cycles - provided of course that regular cy-

cles are the focus of study. Schmalenberger et al., (2021) suggests that subjects to be

included:

(a) menstruate monthly and do not experience missed cycles

(b) have a cycle length of 25-35 days

(c) have cycle lengths that do not vary by more than 7 days

(d) are not pregnant or breastfeeding

(e) are not on hormonal medications or devices*

(f) have experienced menarche at least three years prior; and
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(g) are screened for perimenopausal symptoms**

*These are known to alter ovarian function and natural hormonal flux (Blu-

menthal & Edelman, 2008). **Cycle length irregularities and missed cycles increase

during these stages (Fehring et al., 2006).

The start of the menstrual cycle is typically taken as the first day of menstrua-

tion and can easily be predicted through the use of smartphone menstrual cycle tracking

applications (Moglia et al., 2016). Cycle phase can be defined by categorizing cycle

days into phases through a series of forward (counting number of days from day 1 of

first cycle prospectively) or backward (retrospectively counting backwards from day 1

of second cycle) counting mechanisms (Hampson, 2020). This method of self-reporting

is cheap and effective but often makes the assumption of a fixed follicular phase at 14-

days after menstruation (Levin, 2018). Using biological measurements together with

self-reporting, yields more accurate identification of phases and sub-phases (reviewed

in Allen et at., 2016). Options include urinary LH testing, basal body temperature, and

saliva/blood testing for estrogen/progesterone. Which biological methods are chosen,

if any at all, depends on available resources and cost, the participant burden of each

method and the required accuracy level.

1.6.3 Low statistical power

Studies with less than 30 participants per group (e.g., Maki et al., 2002, 16ppnts; Haus-

mann et al., 2000; 12ppnts) and even less than 10 (Rosenberg & Park 2002, 10pp-

nts/group; Solis-Ortiz et al., 2004, 9ppnts; Solis-Ortiz & Corsi-Carbrera, 2008, 9ppnts)

are common when studying the menstrual cycle, especially when imaging or hormonal

testing is involved. Not only do these underpowered studies provide little to no insight,

but they also contribute to the confusing, unclear conclusions that pollute menstrual
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cycle literature. A sample should be large enough to ensure that between-person differ-

ences can be observed and modelled, particularly if sampling from the general popula-

tion where no subpopulations have been identified (Button et al., 2013). For example,

women who experience the worst menstrual cycle symptoms make up only a small part

of the general population (Gehlert el al., 2009), and if clinically diagnosed are usually

on hormonal treatments (Steiner et al., 2006), thus excluding them from the majority

of studies. A large enough sample size ensures that all relevant subpopulations are

represented.

For statistical robustness, three repeated measures across one cycle are con-

sidered the minimal acceptable standard when looking at intra-individual effects of the

menstrual cycle (Schmidt et al., 1998). In an ideal scenario, observations are taken

daily. Samples should be taken across more than one cycle to a) allow for greater

confidence in reliability of between-person differences (Kiesner, 2011; Leeners et al.,

2017), b) account for the changing premenstrual symptoms from one cycle to the next

(Reilly & Kremer, 1999; Potter et al., 2009), and c) guarantee that observed changes

in symptom cyclicity are due to the menstrual cycle and not accidental (Kiesner et al.,

2016).
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1.7 Aim of the present thesis

The aim of the present thesis is to investigate metacognitive fluctuations with respect to

the menstrual cycle in healthy, naturally-cycling women.

For this research, metacognition will be operationalized through daily self-

assessments of cognitive ability with cyclical symptom changes analysed within and

across individuals, across multiple symptoms and multiple cycles. Three main research

questions will be explored: Does metacognition oscillate in time with the menstrual

cycle? Does metacognitive symptom change covary with other symptoms? And are

there individual differences in metacognitive cyclical changes?

Research question 1: Does metacognition oscillate in time to the menstrual cycle?

The role of metacognition in the context of the menstrual cycle has been ex-

clusively overlooked. To date, no study can make the claim that metacognition truly

varies as a result of the menstrual cycle. This is because existing studies have mainly fo-

cused on the link between the menstrual cycle and cognitive performance (Section 1.3).

The present work is founded on the premise of a dissociation between cognition and

metacognition. Models conceptualizing metacognition distinguish between the two,

with a neural degree of separation being evidenced behaviourally and computationally.

Oscillating sex hormones can therefore influence metacognition even if no effect on

cognitive performance is evident. DSM-V listed PMDD symptoms such as ‘subjec-

tive difficulty in concentrating’ and ‘subjective sense of being overwhelmed or out of

control’ suggest that factors outside of objective cognitive performance may influence

reported cognitive deficits. Possible pathways proposed in this chapter include: phys-

iological influences on metacognitive monitoring, altered metacognitive beliefs based

45



on personal and sociocultural expectations, or concurrent symptoms such as pain or

emotional distress. This thesis will address whether metacognitive symptoms are cycli-

cal with respect to the menstrual cycle. Only once this question is answered can one

move on to other questions: Do metacognitive symptoms relate to others? Do they vary

between individuals? And what, if any, is the role of metacognition in menstruation?

Research question 2: Does metacognitive symptom change covary with other symp-

toms across the cycle?

Another desideratum lacking in menstrual cycle research is an understanding

of symptom interplay. It is unclear to what extent and by which means the constella-

tion of menstrual symptoms relate and affect individual pathology or well-being. This

gap in the understanding of shared etiology and causal associations means that men-

strual disorder diagnoses and treatments do not reflect the multifaceted nature of these

conditions (Zendehdel & Elyasi, 2018). Considering that symptoms cause intense im-

pairment and distress in at least 20% of cases (American College of Obstetricians and

Gynecologists, 2022), with the typical woman experiencing menstruation monthly for

half of her life, this is extremely worrying. There is currently no clear understanding

of the causal mechanisms linking metacognitive abilities to other complaints. Existing

literature has mainly focused on grouping symptoms in menstrual disorders based on

co-presence and insights into underlying etiology is limited (Teng et al., 2004; Wang et

al., 2007). This thesis will be the first to study the co-variation of cyclic change across

metacognitive, physical and affective symptoms. Studying cyclical symptom change

will ensure that symptoms are not just covaried across time, but are also synchronized

with the menstrual cycle. Based on the literature (Section 1.5.3) a causal link between

affective and metacognitive symptoms is predicted.

Research question 3: Are there individual differences in metacognitive cyclical changes?
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There are fundamental methodological issues pertaining to menstrual cycle re-

search (reviewed in Schmalenberger et al., 2021). This thesis draws heavily on the

methodology used in Kiesner et al., (2016) which mitigates these limitations. Con-

siderations include daily repeated measures and sampling across more than one cycle.

Primarily, however, this study will tackle the long-standing issue of not accounting

for individual differences. Evidence of between-person menstrual variation and the

repercussions of failing to account for these heterogeneities have already been exten-

sively conveyed in Section 1.6.1. This thesis will use multilevel modelling to model

between-person differences while accounting for within-person changes. Focus will be

on individual variation in symptom change across time. Using a similar methodology,

Kiesner et al., (2016) demonstrated that significant individual differences exist in the

magnitude and direction of cyclical change for a variety of different physical and emo-

tional symptoms. This result is expected to be replicated in this thesis and extended to

metacognitive symptoms.

This chapter introduced the topic of metacognition and the menstrual cycle and

showed the gaps in the existing research. Chapter 2 details the process of developing

and pilot testing a novel metacognitive measure for this study. Chapter 3 lays down

the experiment and data analysis. Results are presented in Chapters 4 and 5. Finally,

discussion of results is carried out in Chapter 6 followed by general conclusions in

Chapter 7.
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Chapter 2

Measure

Building DOME: an instrument for daily metacognition



2.1 Chapter Outline

This chapter details the development of the DOME (Daily Online Metacognitive Eval-

uation) tool, a questionnaire designed to assess daily metacognition. In the present

study it will be used in the context of menstrual fluctuations, with the aim of identi-

fying patterns in individual differences in menstrual-related metacognitive changes as

well as correlations between metacognition and other menstrual symptoms. To this end,

DOME will be expanded to include measures of physical and affective symptoms.

This chapter is structured follows. Section 2.2. begins by establishing the con-

struct of interest and justifying the need of a new tool as opposed to using a pre-existing

questionnaire. Section 2.3 goes over the building process with focus on questionnaire

and item formats, item development, and tool length. Testing of the questionnaire with

a focus on language and understandability, ease of use, tool validity, and sensitivity to

metacognitive changes is covered in section 2.4. Participants’ views on recruitment,

questionnaire items, and overall user experience are presented in section 2.5 based on

feedback from focus groups. Section 2.6 presents exploratory data analysis results,

while section 2.7 provides a list of questionnaire modifications and suggested practice

changes, along with the final version of DOME.
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2.2 Preliminary research

2.2.1 Construct of interest

The construct to be operationalized is metacognition. Specifically, declarative (or person-

centred) metacognitive knowledge which deals with one’s knowledge about his or

her cognitive processes, as opposed to procedural knowledge or strategic knowledge

(Flavell, 1976; Paris et al., 1984). Typically, cognitive function is measured through

three general approaches: self-report, administered assessment, and performance-based

measures (Farias & Mungas, 2008). The last two are not suitable measures for metacog-

nition. Since self-assessment is by definition inherently a metacognitive process, for

this study, metacognition will be operationalized through daily self-assessments of cog-

nitive ability.

Evaluations of day-to-day metacognition have many applications outside of

this study. One example is with cancer patients, where cognitive function disruption —

both as a result of disease as well as chemotherapy — is well established (Liou, 2019;

Rodin & Ahles, 2012). Impairment is diagnosed as perceived cognitive impairment

(PCI) since objective cognitive performance has consistently been shown to remain

intact. A metacognitive evaluation tool, whose questions focus on day-to-day self-

perceived cognitive competence, would allow tracking of symptom progress.

2.2.2 Pre-existing questionnaires

An existing validated and psychometrically sound questionnaire can save time and re-

sources. However, it may not be readily available for the specific construct under study.
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To meet the study’s requirements, the chosen tool to measure self-assessed cognitive

function should allow repeated measurement, be sensitive to changes, record improve-

ments and deficits, and be applicable to a large sample size. An extensive literature re-

view using relevant keywords was conducted to explore the suitability of existing ques-

tionnaires. Despite studying forty-five validated questionnaire and assessment scales

in-depth, none were found suitable.

Specifically, the majority of questionnaires were not concerned with meta-

cognition but rather focused on recording cognitive performance through observable

action-based failures. Sample questions included: “Did you forget to lock the door

behind you today?” and “Did you jump from one task to the other without completing

any?” The tick-box or yes/no format made these measures more ideal for screening

than extended monitoring. Further, these questionnaires operated with a ‘deficit’ per-

spective, focusing on capturing complaints while not allowing possible improvements

to be recorded. Questionnaires included the Cognitive Failures Questionnaire (Broad-

bent et al., 1982), the Everyday Memory Questionnaire (Cornish, 2000; Sunderland, et

al., 1986), and the Memory Complaints Questionnaire of the Cambridge Mental Disor-

ders of the Elderly Examination (O’Connor et al., 1990).

Questionnaires concerned with metacognition tended to focus on general self-

awareness of one’s learning processes; e.g., I am aware of what strategies I use when

I study, I ask myself if I have considered all options after I solve a problem (Metacog-

nitive Awareness Inventory [Schraw and Dennison, 1994]; Metacognitive Awareness

Scale [Song, Loyal & Long, 2021]). These types of questions tap into the construct

of interest— declarative metacognitive knowledge—but are mainly concerned with be-

haviour regulation and cannot be used to measure daily change in self-assessed cog-

nitive ability. An example of a question in the desired format would be “Today, as
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compared to usual, how would you rate your ability to make decisions”.

Another limitation was that a number of questionnaires looked only at meta-

memory, disregarding other reported menstrual cycle cognitive complaints such as con-

centration and judgement deficits. Examples include the Metamemory in Adulthood

(MIA) scale (Dixon, Hultsch, & Hertzog, 1988), the Memory Functioning Question-

naire (MFQ; Gilewski & Zelinski, 1988; Gilewski, Zelinski, & Schaie, 1990), the Mul-

tifactorial Memory Questionnaire (MMQ; Troyer & Rich, 2002), and the Prospective

and Retrospective Memory Questionnaire (PRMQ; Smith et al., 2000). The one ques-

tionnaire that examined more than just memory (Cognitive Functioning Self-Assess-

ment Scale [Annunziata et al., 2011]) was still missing a number of significant cognitive

domains such as language and decision-making.

With no pre-existing questionnaire found suitable for the study, the construc-

tion of a new questionnaire was deemed appropriate.

2.2.3 Development process

The process of building the questionnaire is outlined in Figure 2.1. Tsang et al.’s (2017)

framework was selected from the extensive literature in this field for two primary rea-

sons. Firstly, their guidelines are straightforward and easy to follow. Secondly, their

research also focused on subjective feelings of one’s current status, specifically pain

measurement. The initial stage of the process involves establishing the construct of

interest and ensuring no similar questionnaires already exist. The subsequent stage, de-

velopment, concentrates on construct dimensions, questionnaire and item formats, item

development, and questionnaire length. After a thorough review and revision, piloting

is conducted to assess language, understandability, usability, sensitivity, validity, and

reliability. The subsequent sections of this chapter delve into each stage in detail.
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Figure 2.1: Guidelines for developing, translating, and validating
a questionnaire. From “Guidelines for developing, translating, and
validating a questionnaire in perioperative and pain medicine” by
S. Tsang, C.F. Royse and A.S. Terkawi, 2017, Journal of Saudi J
Anaesth, 11(1), p. 80.
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2.3 Questionnaire building

The building process was iterative and incremental and focused on the following steps:

the establishment of an expert committee, identifying the key dimensions of the con-

struct, determining the questionnaire format, determining the item format, developing

the questionnaire items, determining questionnaire length, and the review and revision

of questionnaire items.

2.3.1 Expert committee

A specialist in the field of cognition was involved in all aspects of the tool development

process. The name DOME (Daily Online Metacognitive Evaluation) was assigned to

the assessment tool.

2.3.2 Dimensionality of construct

Five key dimensions were identified: memory, attention, decision making, language

and general cognitive ability (GCA). These dimensions are essentially cognitive in na-

ture but become metacognitive phenomena once the process of self-evaluation is ap-

plied. Subscales for each dimension were created so that results from each dimension

could be examined separately. Being of equal importance, all dimensions carried equal

weight. The more ambiguously defined GCA sub-scale contained more question items

to allow question pruning during the developmental process. Table 2.1 shows which

questions fall under which construct.
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Table 2.1: Metacognitive dimensions and their respective items

Dimension

GCA

1. Cognitive Competence
2. Cognitive Fatigue
3. Cognitive Control
4. Cognitive Fog
5. Ability to think creatively
Memory

10. Retention
11. Learning
13. Surprise test
19. Car park memory
Attention

5. Concentration
6. Multitasking
16. Attention to detail
Decision Making

7. Clarity and efficiency
8. Decision making
12. Clarity under pressure
20. Judging important decision
Language

14. Following Instructions
15. Writing Instructions
17. Presentation Delivery
18. Lecture Comprehension
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2.3.3 Questionnaire format

The self-administered questionnaire was divided into two main sections based on two

different question formats: direct questions (rate your ability today as compared to

usual) and hypothetical questions (how do you think you would perform in this situation

today as compared to usual). By tapping into the same construct in different ways, tool

items could be more easily validated. Subjects could also test which question format

they felt most comfortable using.

2.3.4 Item format

To enable easy daily administration and analysis, all question items were close-ended.

A 100-point Visual Analogue Scale (VAS) was chosen as the scaling method, with the

anchors ‘Worse than usual’ and ‘Better than usual’ at the minima and maxima. VAS

is suited for DOME since the continuous scaling without intermittent anchors allows

complex subjective phenomena to be measured more precisely than with a categorical

forced choice scale (Flynn, van Schaik, & Middlesorough, 2004). Variance among re-

spondents is also more easily detected ( Funke & Reips, 2012; Klimek et al, 2017). Fur-

ther, a continuous scale encourages lesser end-aversion bias (Hasson & Arnetz, 2005)

and halo effects (i.e., socially desirable response behaviour), since it is harder to esti-

mate which value is expected on the scale continuum (Klimek et al., (2017). For this

reason, number markers were not displayed on the questionnaire. The slider starting

point was in the middle of the scale, at the 50-point mark indicating no change from

the usual condition (Figure 2.2). Users could rate by dragging the slider towards the

extremes (Figure 2.3). Advancement through the questionnaire required moving the

slider.
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Figure 2.2: DOME scale before scoring

Figure 2.3: DOME scale after scoring

2.3.5 Item development

Items were developed based on questions in pre-existing questionnaires to ensure con-

struct validity. They were tailored to suit the needs of DOME and underwent a number

of modifications before a simple, direct and clear final set was decided on. A detailed

explanation was provided for the more technical terms which have a specific meaning

in the field (e.g., Cognitive Competence). Two items, Cognitive Fatigue and Cognitive

Fog were reverse-scored to align rating directions.

2.3.6 Questionnaire length

A crucial element of the menstrual cycle research for which DOME was created is the

repeated measure component, whereby participants fill in the questionnaire daily across
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two cycles, so for approximately sixty days or more. It was therefore imperative that

DOME be as concise as possible, while still tapping into the construct of interest. In

Kiesner et al., (2016), forty questions pertaining to physical and affective symptoms

were administered. When timed, completion took approximately five minutes. For the

first version of DOME a cut-off point of twenty cognitive questions was chosen. This

allowed room for an extended version with physical and affective symptoms and also

permitted extra questions which could be eliminated during tool development.

2.3.7 Revision

The finalized item sets were reviewed by three experts in the field. Focus was on:

question clarity (no double negatives, no double-barrelled questions), grammatical er-

rors, elimination of jargon or words construed too technical, and the removal of leading

questions or ones that could be considered too sensitive. The DOME used for testing is

presented below.
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Table 2.2: DOME questionnaire items pre-piloting

In the last 24 hours, how would you rate these measures relative to how you
usually feel. Your:

1. Cognitive Competence (i.e., how mentally motivated and able you feel) . . .

Worse than usual Same as usual Better than usual

|—————————————————–|—————————————————–|

2. Cognitive Fatigue (i.e., feeling of mental fatigue or exhaustion) . . .
3. Cognitive Control (i.e., sense of feeling in control versus being mentally over-
whelmed) . . .
4. Cognitive Fog (i.e., sense of confusion or lack of mental clarity) . . .
5. Ability to concentrate and avoid distractions. . .
6. Ability to multitask. . .
7. Ability to think clearly and efficiently. . .
8. Ability to make decisions. . .
9. Ability to think creatively. . .
10. Ability to remember old information. . .
11. Ability to learn new information. . .
Compared to usual, how do you think you would perform in these hypothetical
scenarios?

12. If there was an emergency today, my ability to think clearly would be

Worse than usual Same as usual Better than usual

|—————————————————–|—————————————————–|

13. If I had to take a surprise test today, I think I would do. . .
14. If I had to follow complex instructions today, I would perform. . .
15. If today I had to write clear instructions for others to follow, they would be. . .
16. If I were to go for a walk today, my attention to small details around me would
be. . .
17. If today I had to give a presentation, my delivery would be. . .
18. If I were to listen to a long lecture today, my level of comprehension would be. . .
19. If I had parked in a multi-storey car park today, my ability to find the car quickly
would be. . .
20. If I had to make an important decision today, my judgement would probably
be. . .
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2.4 Pilot testing

2.4.1 Participants

Twelve participants, 6 males and 6 females, with a mean age of 23.7 ± 3.17 years were

recruited to take part in the pilot testing of DOME. Eight of the participants were stu-

dents at the University of Malta while the other four held full-time jobs. Participants

were all Maltese citizens, residing at different locations in Malta, and all spoke English

as a second language. Recruitment of participants took place via a university email

call. Twenty-three people answered the call and the final twelve were chosen on a first

come basis and male/female quota requirements. One participant, who dropped out be-

cause of trouble committing to the study, was replaced. In line with the research ethics

and data protection guidelines of the University of Malta, participation and recording

consents were collected prior to testing. All participants were given 20 Euros as com-

pensation.

2.4.2 Procedure

2.4.2.1 Meeting set-up

To ensure a solid understanding of the study requirements, separate face-to-face meet-

ings were held with each individual participant. Participants were told that the study

was a pilot for a novel metacognitive questionnaire but were not informed of its use in

the context of the menstrual cycle so as not to introduce possible gender response bias.

The aim of the pilot was to collect questionnaire responses and to get feed-

back on the participants’ experience with the tool. Subjects were asked to evaluate the
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DOME questions and to take note of anything that was unclear or hindered tool usabil-

ity. They were also informed that a focus group discussion, centralized on experience

and improvement suggestions, would be held at the end of the testing period. Empha-

sis was made on the impact their feedback would have on a larger study. Participants

were guided through the first few questions and shown how to answer using the UI

slider. Participants were asked to fill in DOME at the end of the day, after reflection

on their overall cognition, memory, language, attention and judgment abilities on that

day as compared to usual. They were told to avoid overthinking if they were unsure

what to answer. Total completion time was around five minutes and participants were

informed that engagement duration would be recorded and available to the researcher.

This was done to try and prevent participants from rushing through the questionnaire,

encouraging better reflection and data quality.

2.4.2.2 Testing period

Participants were asked to start the questionnaire on the day of the introductory session.

The questionnaire had to be answered daily over a period of five days, and could not

be submitted unless all questions had been answered. Access was provided through an

online link and the questionnaire could be filled in using a desktop or laptop. Comple-

tion reminders were sent on a daily basis and participants were contacted if they failed

to submit. In such cases, subjects were given the option of filling in the questionnaire

the following day if they wanted to stay in the study. Three days in, a reminder was

purposely skipped to see how many users filled in the questionnaire without prompting.

2.4.2.3 Follow-up

At the end of the testing period participants were invited to take part in a focus group

made up of three people. A one-on-one option was also given for those not comfort-

able in a group setting. This was not an issue for any of the participants and four group
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meetings were held. The focus groups were conducted in an open manner with a set of

pre-prepared questions serving as prompts and with the experimenter acting as a mod-

erator. The discussion centred around what the participants thought of the questions as

well as the usability experience. The sessions lasted around thirty minutes each.
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2.5 Results part 1: Focus groups

Summaries of the focus group responses were created using the notes taken during

the interview session, double checking with the recordings when needed. Below, the

feedback provided by participants is organized by topic: recruitment, user experience,

questionnaire items, and overall experience. This feedback was used to improve the

understandability and ease of use of DOME, as well as to aid in participant recruitment

and reduce drop-out rates in future studies of DOME in the context of the menstrual

cycle.

2.5.1 Opinions on recruitment process

Q: What motivated you to take part in the study?

Many people participated out of a sense of obligation towards the research or

the researcher. Others were interested in the financial reward. The majority of people

were not necessarily intrigued by the study concept but, during debriefing, were excited

to learn that DOME was to be applied to menstrual cycle research. Interest was partic-

ularly prevalent among women, who found the subject matter relatable. Many started

discussions about their own experiences. Participants were particularly interested in the

individual differences between women and asked for the study results to be shared with

them upon completion.

2.5.2 Opinions on user experience

2.5.2.1 Response rate

Q: In your opinion, what would help maintain the daily response rate?
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Reminders. Reminders to fill in DOME were sent to participants daily. Some

participants would have preferred to have the reminder sent to their personal email

rather than the university one, since they did not check their university email in the

evening. For many, this was not an issue since their university and personal email were

both synced on their phone. On the day that a reminder was intentionally not sent, half

of the participants forgot to fill in the questionnaire. The people who remembered were

the ones who had put a personal reminder on their phone; a practice that should be

encouraged in the menstrual cycle study. Although the study was only carried out over

five days, some felt that answering the questionnaire had already become part of their

routine and went on to fill it on extra days.

Mobile Optimisation. To help maintain a high response rate DOME should

be mobile and iPad friendly. Many participants preferred to answer in the evening - a

time when they did not use their laptop. Many felt that ideal responding opportunities,

such as when one is idle on the bus, were missed because users could not access the

questionnaire on their phone.

2.5.2.2 Response quality

Q: In your opinion, what would encourage better quality of response?

Length. The participants felt comfortable with the length of the study and did

not feel the need to rush through it. Some even felt that it could have been longer. A few

participants would have preferred to have had a marker indicating how many questions

remained, but for the majority this was not an issue, especially after filling it in the first

time.

Time of Day. Many commented on the time of day and reported this as one of
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the main factors affecting their quality of response. The majority of people filled in the

questionnaire within one hour of when it was sent. They felt that response quality was

better when the reminder was sent earlier in the day (around 4/5 pm) rather than later

(7/8 pm). Towards the end of day, they felt that their tiredness biased the results and

made it difficult for them to give ‘true’ ratings of how they felt throughout the day.

External Events. Participants reported struggling to respond on busy days.

They felt that the quality of the responses was negatively affected because they rushed

to respond. For the menstrual cycle study high stress periods like examinations should

be avoided. Some people had events such as accidents or vacation happen on some

of the days they were meant to fill in the questionnaire. They felt that on these days

their responses were strongly affected by external events, rather than internal. Having

a space in the questionnaire where note of a major disturbance could be taken, could

provide some perspective to the researcher analysing the data.

Randomization. Some participants reported spending less time thinking about

their answers upon becoming more used to the questions. Other participants did not

feel that this was an issue but recognized that it could become one over an extended

period of time. Question randomization may help reduce this effect.

Missed Days. In the event of forgetting to fill in the questionnaire, participants

felt that it would be better to skip the entry entirely owing to difficulty remembering

one’s performance the following day. Contrarily, one participant felt frustrated that

she couldn’t report a day she accidentally skipped the day after. She stated that on the

missed day, her cognitive performance had differed significantly from its norm and that

it would have been the most interesting data from the whole testing period.

Testing Day. Two participants stated mistakes in their responses on the first
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day, owing to lack of familiarity with the questionnaire. They did not realize, for ex-

ample, that some questions changed direction of scale. The rest of the subjects did not

have this problem.

2.5.2.3 VAS

Q: What was your experience using the visual analogue scale to answer the questions?

Ten out of twelve participants complained that they were not too happy using

VAS. They felt that they did not know where to place their evaluations on the scale.

Many stated that they struggled to translate what they were feeling onto the scale. Par-

ticipants preferred a 1–10 numerical rating scale or else a verbal rating scale (Likert).

2.5.3 Opinions on questionnaire items

2.5.3.1 Questions liked or disliked

Q: Were there any questions that you really liked or disliked?

Direct Questions. Overall, participants felt most confident answering the direct

questions. They felt that the descriptors in brackets were particularly useful. Almost

two thirds of the group stated that they struggled with one or more of the hypothetical

questions and that they preferred the direct questions.

Relatability. A number of participants mentioned the question ‘If I had parked

in a multi-storey car park today, my ability to find the car quickly would be. . . ’. They

felt that they did not relate to this question since they did not own a car. Similarly,

non-student participants struggled to relate to hypothetical questions directed towards
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students (e.g., surprise test, long lecture). Suggestions included changing specific hypo-

thetical questions to more general ones or else to have two versions of the tool: student

and non-student.

Ceiling and Floor effects. Some participants felt that there was a floor effect on

the car park question in that they would always remember where they had parked their

car, irrespective of how bad their cognition might be on the day. A subject suggested

changing the question to ‘today compared to usual how quickly would I remember

where I left my phone’. Similarly, questions like ‘If today I had to give a presentation,

my delivery would be. . . ’ and ‘If I were to listen to a long lecture today, my level

of comprehension would be. . . ’ were deemed to have ceiling effects by four partici-

pants who felt that irrespective of how cognitively able they felt they would always rate

the question low because of their dislike of giving presentations and listening to long

lectures.

Emergency Situations. Three participants did not like the question ‘If there

was an emergency today, my ability to think clearly would be. . . ’ since they felt that

they would act different than usual in an emergency. It was suggested that the word

emergency be replaced with ‘under high stress’.

2.5.3.2 Repetitive Questions

Q: Did you think any of the questions were repetitive?

None of the participants felt that any of the questions were repetitive.

2.5.3.3 Confidence in Answers

Q: When answering, how sure were you of your answers?
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Overall, all participants stated that they were confident in their ratings of im-

provements or deteriorations of their metacognitive ability and did not answer at ran-

dom. When prompted on whether any of the questions were ambiguous, the general

sentiment was that questions were easy enough to understand, but many were worried

about interpreting them incorrectly. This was particularly the case with the hypothetical

questions. An example is the question ‘If I had to take a surprise test today, I think I

would do. . . ’ A participant interpreted this as how well she could remember informa-

tion and was worried that this was the wrong interpretation. Three participants felt that

they struggled with the question asking them to rate their creative thinking ability. They

felt that this was easy enough to answer if they had engaged in a task that required cre-

ativity during the day but struggled if not. One participant was unsure what to compare

daily cognitive ability to. He would have preferred a more specific definition of what

was meant by the word usual (e.g., defining it as the day before or the week before).

The other participants did not have an issue with this, and interpreted it as their average

state of mind.

2.5.4 Opinions on overall experience

Q: Is there anything the researcher could have done to improve the experience?

Participants who did not realise that some questions introduced a directional

change suggested that this be explained to the participants in the future. Others who

were concerned with misinterpretation, proposed going through all questions with the

participants.
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2.6 Results part 2: Exploratory Data Analysis

Focus group results were supported by descriptive and exploratory statistics. Ques-

tionnaire response times and scores were analysed and insights on question biases and

question item correlations extracted. A key part of analysis was verifying DOME’s

sensitivity in measuring changes in metacognitive ability. Construct validity and in-

ternal consistency tests were run to see whether all questionnaire domains measure

perceived cognitive function, whether questionnaire items in the same domain tap into

the same dimension, and whether any items were redundant and could potentially be

removed. Prior to the analysis, the data was processed so that the scores for Cognitive

Fog and Cognitive Fatigue reflected the directional change. Analysis was carried out

using SPSS V.20 and graphs were produced using Python.

2.6.1 Response times

On average it took participants 4.47 ± 2.92 minutes to answer the full questionnaire.

One entry was removed since the participant took long breaks between questions. Re-

sponse times are plotted in Figure 2.4.

The median response time decreases as one progresses through the question-

naire, suggesting that less time is spent reflecting on questions towards the end. Re-

sponse time increases for each new section of questions (e.g., Clarity Under Pressure),

then decreases gradually throughout the section. This finding provides support for ran-

domizing questions in the full study.

Within individuals, the difference in mean times for direct (M=12229ms, SD

=5850ms) and hypothetical questions (M=12297ms, SD=7644ms) was not significant
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Figure 2.4: Response time box plot. Box and whisker plot display-
ing inter-quartile ranges (red boxes), 5th–95th percentile ranges
(whiskers), medians (vertical black line) and means (vertical green
line) for each of the 20 questions’ response times. Outliers are
shown as a diamond.

(t(11)= -100, p=.922). Therefore, although participants stated that they struggled with

the hypothetical questions compared to the direct questions this was not reflected in

response times. Similarly, there appeared to be no increase in mean times for ques-

tions which were deemed ambiguous or more open to interpretation such as ‘rate your

creative ability’ or ‘how would you do on a surprise test’. This suggests that difficulty

understanding a question does not correlate with increased reflection time.

2.6.2 Bias

Tests were carried out to confirm whether any systematic bias was present in answering

the questions. Since 50 is the middle of the scale, one would expect responses to have
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Figure 2.5: Question-score box plot. Box and whisker plot dis-
playing inter-quartile ranges (green boxes), 5th–95th percentile
ranges (whiskers), medians (vertical black line) and means (verti-
cal red line) for each of the 20 questions’ response times. Outliers
are shown as a diamond.

temporal means around that value. If mean response values differ significantly from 50,

this would confirm an offset that could in principle be down to a systematic metacogni-

tive bias or else a questionnaire design issue. All individual responses were averaged to

give 12 independent readings for each question (one value for each individual). These

averages can be interpreted as mean individual responses and are mapped out in Figure

2.5.

For each question, a one-sample t-test was carried out to confirm whether the

12 individual mean responses differed significantly from the unbiased mean. Of the 20

questions, 9 had a p-value <0.05, indicating a significant difference from the expected

score of 50. Interestingly, all of the significant biases were positive. Effort should be

made to reduce question bias. One suggestion would be to eliminate dramatic words
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such as ‘surprise’ or ‘emergency’ which may lead respondents to imagine off the norm

scenarios, and therefore report abnormal behaviour. It is sensible to investigate this

effect again in the larger study whose sample size will make statistical hypotheses easier

to confirm. Aside from questionnaire bias, the effect could be due to a natural cognitive

tendency to shift the average point towards the positive end of the scale. The absence

of negative symptoms could also be predisposing respondents to overcompensate in the

positive direction (Lewicka et al., 1992; Baumeister et al., 2001; Rozin & Royzman,

2001).

2.6.3 Sensitivity

To explore whether the questionnaire detected any changes over the test period, re-

sponses were analysed in two orthogonal ways. In both cases, the standard deviation

of each participant's five responses was calculated as a first step. These values will be

referred to as participant-question variabilities.

For question response variability, all participant-question variabilities of each

question (i.e., 12 values for each question) were aggregated to create a box-and-whiskers

plot. This is shown in Figure 2.6. This plot shows that questions had fairly similar mean

standard deviations in the range 10-17. This is a satisfactory value that when combined

with question mean responses is neither too small, nor so large as to introduce boundary

effects. There were no zero participant-question variabilities. The highest participant-

question variability was about 40 in the learning question.

For the participant response variability, all participant-question variabilities of

each individual (i.e., 20 values for each participant) were aggregated to create a second

box-and-whiskers plot shown in Figure 2.7.
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Figure 2.6: Question response variability. Box and whisker plot
displaying inter-quartile ranges (orange boxes), 5th–95th percentile
ranges (whiskers), medians (vertical black line) and means (verti-
cal green line) for each of the 20 questions’ response times. Out-
liers are shown as a diamond.

The Participant Response Variability plot shows greater variation between in-

dividuals. Two individuals had a mean response variability smaller than 5. This can

be interpreted as either a cautiousness or conservativeness in evaluating changes, or

that those individuals’ changes were indeed small. The other participants had mean re-

sponse variabilities ranging up to 25. Again, when combined with mean responses, the

variabilities are neither too small nor too large. Overall, the data in both graphs clearly

indicates that the VAS scale used was sensitive enough to detect changes in reported

metacognitive abilities, but that some individuals were likely to report greater variation

than others.

73



Figure 2.7: Participant response variability. Box and whisker plot
displaying inter-quartile ranges (yellow boxes), 5th–95th percentile
ranges (whiskers), medians (vertical black line) and means (verti-
cal green line) for each of the 20 questions’ scores. Outliers are
shown as a diamond.

2.6.4 Correlations

Figure 2.8 is a heatmap showing correlations between question items. Deep red and

blue indicate stronger and weaker correlations respectively. Correlations are classified

as strong if they’re above 0.7, moderate between 0.5 and 0.7 and weak between 0.3 and

0.5.

As expected, items in the same domain tend to be strongly correlated. Exam-

ples include Following Instructions and Writing Instructions in the Language subset,

and Multitasking and Concentration for the Attention subset. Items across domains
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Figure 2.8: Correlation heat map for all individual DOME items.

appear to demonstrate a range of correlations. Unsurprising, there is a strong relation-

ship between the questions asking about general cognition (Cognitive Competence and

Cognitive Control) and all other items.

Interestingly, Cognitive Fatigue and Cognitive Fog are moderately correlated

amongst themselves but show negligible correlation with all other items. This rela-

tionship is surprising since the direction change for the two questions has already been

accounted for. Based on the feedback from the focus group, where multiple people

stated that they did not immediately realise that there was a direction change, the re-

sult may suggest that negative correlations are due to scoring errors. Correlations were
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re-run with the data scores for the first day of each participant removed, and improve-

ments were visible, though a weak correlation between these two measures and the rest

of the items still remained. Even though they did not report it during the focus groups,

participants might not have understood what was meant by cognitive fog and fatigue.

Finally, a weaker correlation can be explained by the fact that having cognitive fog or

fatigue will likely have an effect on other aspects of cognition, but deficits in memory,

attention, and other domains may not necessarily be caused by or be concurrent with

fog and fatigue. Moving forward, participants should be given a run-through of all

questions, be given an extra day to familiarise themselves with the questionnaire, and

the direction change should be properly explained.

2.6.5 Construct validity

2.6.5.1 Overview

Validity was confirmed via two measures. Firstly, a Pearson’s correlation test was car-

ried out across the five DOME subscales. Values of r ranging from .50 to .75 rep-

resented a moderate to good relationship and those ranging from .75 and above an

excellent relationship (Portney and Watkins, 2015). Secondly, within-domain unidi-

mensionality was tested using exploratory factor analyses (EFA). EFAs were conducted

on the five subscales, using the principal components extraction model with Varimax

rotation. EFA could not be conducted on the whole scale since the requirement of a

case-to-variable ratio of less than 5:1 could not be met. While a larger sample size

would have been preferred, for practical reasons, this study could only be carried out

with 12 participants resulting in a 3:1 (60:20) case-to variable ratio.

Sample size was not an issue when analysing subscales (minimum 12:1 case-to

variable ratio). Other assumptions: KMO test being higher than .70, Bartlett’s test of
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sphericity being significantly different to zero and the Determinant being greater than

0.00001 were also met for each sub-scale. For the scale to have construct validity, the

EFA should generate a one-factor solution for each sub-scale indicating the expected

unidimensionality factor structure. According to Kaiser’s criterion, factors with eigen-

values above 1 were retained. To determine the substantial loading of an item on a

subscale, a criterion of .50 was established based on Munro’s suggestion (2004).

2.6.5.2 DOME internal subscale structure

The DOME domains are presumed to tap into different aspects of metacognitive ability

and are expected to have positive correlations. The means of the five DOME subscales

were significantly correlated with each other (Table 2.3). Out of the 10 Pearson correla-

tion coefficients, there were four moderate to good coefficients (r=.56, p≤.001 to r=.69,

p≤.001) and six significant high correlations (r=.71, p≤.001 to r=.81, p≤.001). These

correlations indicate that all subscales measure metacognition, providing satisfactory

levels and evidence of construct validity.

The fact that the correlations range from moderate to high (.57 to .81), while

not being very high (above .90) suggests that each subscale represents a distinct dimen-

sion of metacognitive ability and that for DOME to maintain its effectiveness, all five

subscales should be retained.

2.6.5.3 DOME within-subscales unidimensionality structure

EFA showed unidimensionality (one-factor solution) for four of the five DOME sub-

scales; Memory, Attention, Decisions and Language. All solutions had eigenvalues

higher than 1. All subscales loaded above the established cut-off point (.50), ranging

from .69 to .91 (Table 2.4). The relatively high loadings of these items provide ev-
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Table 2.3: Pearson Correlations between DOME subscales

GCA Memory Attention Decisions Language
GCA Pearson Correlation 1 .575** .575** .689** .581**

Sig. (2-tailed) < .001 < .001 < .001 < .001

Memory Pearson Correlation .575** 1 .737** .711** .714**

Sig. (2-tailed) < .001 < .001 < .001 < .001

Attention Pearson Correlation .575** .737** 1 .806** .752**

Sig. (2-tailed) < .001 < .001 < .001 < .001

Decisions Pearson Correlation .689** .806** .711** 1 .800**

Sig. (2-tailed) < .001 < .001 < .001 < .001

Language Pearson Correlation .581** .714** .752** .800** 1

Sig. (2-tailed) < .001 < .001 < .001 < .001

**Correlation is significant at the 0.01 level (2-tailed). N=60

idence of strong correlations between them and the meaningful contribution of each

item within the four subscales.

The exploratory factor analysis (EFA) resulted in a two-factor solution, indi-

cating multidimensionality for the GCA domain. Based on the correlation heatmap,

this was to be expected. Loading values suggest grouping Cognitive Fog and Cogni-

tive Fatigue in a separate group to the other items. This data suggests that the current

dimension GCA does not demonstrate construct validity.

2.6.6 Internal consistency reliability

2.6.6.1 Overview

Reliability was established by computing Cronbach’s alpha for the whole test and then

for the items within each of the five subscales (GCA, Memory, Attention, Decisions,
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Table 2.4: Factor loadings, eigenvalues, communalities and % of explained variance

Domain/Items Loading Initial Eigen-
value

Communalities % Variance Ex-
plained

Memory

10. Retention .791 2.40 .626 59.87
11. Learning .685 .469
13. Surprise test .788 .621
19. Car park memory .825 .680
Attention

5. Concentration .896 2.34 .803 77.98
6. Multitasking .907 .822
16. Attention to detail .845 .714
Decision Making

7. Clarity and efficiency .859 3.11 .738 77.85
8. Decision making .880 .774
12. Clarity under pressure .889 .791
20. Judging important decision .901 .811
Language

14. Following Instructions .894 2.80 .799 70.03
15. Writing Instructions .856 .732
17. Presentation Delivery .799 .648
18. Lecture Comprehension .795 .632

and Language). The traditional Cronbach’s alpha cut-off point of 0.7 (McGraw-Hill,

1978) was held as the indicator for a satisfactory reliability coefficient.

2.6.6.2 Entire scale reliability

Cronbach’s alpha for the entire scale was .94, indicating a high level of inter-item reli-

ability. The only item lowering the score was Cognitive Fatigue. By deleting this item,

the alpha could be raised to .95. While it is expected that multiple indictors of the same

construct should be intercorrelated, a very high reliability is not necessarily desirable,

since this suggests that some questionnaire items may be redundant (Streiner, 2003).

Ideally, items are related while contributing some unique information as well. In this

case, a high Cronbach’s alpha is not worrying for three main reasons. Firstly, DOME

was designed with the help of experts in cognition who created a scale which taps into

all aspects of the construct, suggesting a high content validity. Secondly, certain spe-
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cific questions were intentionally designed to measure the exact same thing (e.g., “Rate

your ability to think clearly and efficiently” and “If there was an emergency today, my

ability to think clearly would be. . . ”). This was done to confirm whether internal con-

sistency would remain high irrespective of whether questions were asked directly or

presented in a hypothetical format. Third and finally, no participant in the focus group

felt that any of the questions were repetitive.

Since the coefficient alpha is affected by test length and is subject to inflation,

it is suggested that when the alpha level is high, Cronbach’s is calculated for each of the

subscales rather than just for the entire test (McGraw-Hill, 1978; Tavakol & Dennick,

2011). This was done in the next section.

2.6.6.3 Within subscales reliability

Different subscales evidenced different levels of internal reliability (Table 2.5). A poor

level of internal reliability was found for the subscale GCA, suggesting further that

items are not measuring the same construct. This is not surprising since this subscale

acts as a general housing for all measures which do not fall neatly in the other cate-

gories. Further, as indicated throughout the report, participants made clear errors when

reporting on Cognitive Fatigue rendering data for this item unreliable. Removing this

measure would, in fact, result in an alpha level increase to a .63.

Table 2.5: DOME subscales Cronbach’s Alpha (N=60)

Domain Cronbach’s Alpha N. of items Reliability Rating

Decisions .902 4 Excellent
Attention .858 3 Good
Language .850 4 Good
Memory .772 4 Acceptable
GCA .564 5 Poor
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Moving forward, it is suggested that all subscales have something unique to

offer and should be kept in the DOME questionnaire. Since GCA showed a lack of

item homogeneity, this subscale could potentially be split into two. The very high

whole scale alpha reading (.94) suggests that the removal of similar questions within

subscales can be afforded as internal consistency reliability would still remain high.

This would result in a more concise tool with less redundancies.
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2.7 Conclusion

DOME was created to satisfy a gap in the field for a questionnaire which can mea-

sure daily self-assessed cognitive ability i.e., metacognition. The outcome of this pilot

study suggests a valid and reliable tool, sensitive to metacognitive change. Recom-

mended modifications based on verbal feedback and exploratory data analysis will be

discussed for each part of the developmental process. The finalized, fine-tuned DOME

is presented in section 2.7.2.

2.7.1 Suggested changes

2.7.1.1 Dimensionality of construct

All five dimensions should be retained since subscales correlated strongly, demonstrat-

ing construct validity while evidencing distinct contributions to measuring metacogni-

tive ability.

2.7.1.2 Questionnaire format

To encourage a continuous response rate, the online questionnaire should be accessible

on mobile devices. Further, users should have the option of filling it in the following

day, if the entry of that day was not completed.

For higher quality data, a designated space should be available where users can

note down external events which may influence responses. This could provide some

perspective to the researcher analysing the data.
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A case can be made for discarding the hypothetical question format and just

using direct questions. Almost two thirds of the group struggled with one or more

of the hypothetical questions and felt they were too open to interpretation. This was

not reflected in response times, suggesting possible decrease in response quality, since

participants did not spend more time reflecting on the questions.

There is strong evidence suggesting that questions should be randomized. Par-

ticipants stated getting used to the questions and spending less time thinking about

responses. This is reflected in the response times which decreased as one progressed

through the questionnaire. If habituation occurred for a five-day pilot study it will defi-

nitely be an issue for one that will commence over a two-month period.

2.7.1.3 Item format

Results clearly show that the VAS scale was sensitive enough to detect changes in

reported metacognitive abilities. The majority of users however, would have preferred a

scale they were more familiar with (e.g., Likert), stating that they were unsure where to

place their evaluations on the scale. This perceived weakness however, is what allows

the continuous scale to have less end-aversion biases and halo effects compared to

categorical measures. It is suggested that the VAS is kept with more training provided

to users. Test takers need not overthink their responses as long as they are consistent

throughout the questionnaire.

2.7.1.4 Item development

The question items that were flagged were mainly hypothetical questions considered

too specific and difficult to relate to. Not all subjects owned a car for example, and not

all were students sitting in on a lecture. Questions should be more direct and general,
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particularly because questions deemed ambiguous did not demonstrate an increase in

response times. This suggests that having trouble understanding a question does not

translate to spending more time reflecting on it. Questions dealing with specific scenar-

ios further create the issue of ceiling/floor effects. Participants felt they would always

remember where they had parked their car, irrespective of how bad their cognition

might be on the day.

Particular terminology like ‘emergency’, which users felt was not reflective of

how they would act on a day-to-day basis should be replaced. Possible suggestions

include ‘under high stress’.

There is strong evidence for the question items in the GCA dimension to be re-

viewed. The sub-scale had poor internal reliability and did not show unidimensionality

suggesting low construct validity. Scores improved when the items looking at cognitive

fog and cognitive fatigue were removed. These two items, which were reverse scored,

correlated amongst themselves but did not relate to any other item. One possible reason

was scoring errors due to the direction change, though results improved only slightly

when these errors were accounted for. It is therefore suggested these two questions be

removed and that all final items be in the same direction.

2.7.1.5 Questionnaire length

On average it took participants almost five minutes to complete DOME, a time most

participants reported being comfortable with. The 20 DOME items should be reduced

to accommodate the extended version which will also include physical and affective

symptoms. The very high reliability reading suggests that the removal of similar ques-

tions within subscales can be afforded as internal consistency reliability would still

remain high.
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2.7.1.6 Practice changes

A number of practice changes for the person conducting the questionnaire briefings

were suggested. A summary of all suggested changes is presented in Table 2.6. To

maintain high response rates participants should be encouraged to set-up daily re-

minders on their phone during the meeting. This is more effective than daily moni-

toring by the administrator since it places completion responsibility in the hands of the

user and ensures that subjects that complete the study are consistent participants.

To ensure response quality, the time of the day when DOME is filled in should

be specified as the end of the working day. This way there is less of a chance of

tiredness biasing results and also solves the problem of people being out in the evening,

particularly on weekends.

To alleviate concerns of question misinterpretation the administrator can go

through a sample of questions with the users. The administrator can also explain that

while the questions can be interpreted in multiple ways, the participants should not

unduly worry as long as their interpretation remains consistent. It should also be high-

lighted that while symptoms are likely to correlate, participants can experience two

seemingly opposite symptoms at the same time e.g., having cognitive fog but feeling

creative.

For high quality data the results of the first day should be discarded to give the

participants time to get used to the tool.

For recruitment, emphasis should be made on the relatability aspect of the men-

strual cycle; an experience exclusive to females which almost all women go through.

This shared phenomena, creates a bond and a sense of participation responsibility.
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Table 2.6: Summary of suggested changes to DOME following testing

Questionnaire Format

• Removal of the hypothetical question format. All questions to become direct

• Accessibility of tool on mobile devices

• Randomization of question items

• A space for users to comment on external events

Item Development

• Questions to be more general to ensure relatability

• Change to terminology which suggests out of the norm situations

• Removal of items Cognitive Fog and Cognitive Fatigue in GCA dimension

• All questions to have the same direction

Questionnaire Length

• Reduction of repetitive questionnaire items to accommodate extended version

Practice Change Guidelines

• Encourage participants to put a daily reminder on their phone

• Suggest that DOME is filled in at the end of the working day

• Discard first day data to give users time to get used to the tool

• Explain that participants should not be overly concerned about question
interpretation as long as it remains consistent throughout the study

• Explain that one can experience conflicting symptoms

• For recruitment emphasise the relatability aspect of the menstrual cycle

2.7.2 Final version of DOME

The final version of DOME after the implementation of suggested changes is shown

below (Table 2.7).
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Table 2.7: Final version of DOME after piloting

In the last 24 hours, how would you rate these measures relative to how you
usually feel. Your:

1. Ability to think clearly and efficiently

Worse than usual Same as usual Better than usual

|—————————————————–|—————————————————–|

2. Creativity level. . .
3. Cognitive control (i.e., sense of feeling in control versus being mentally over-
whelmed) . . .
4. Ability to pay attention to what is happening in the present . . .
5. Ability to concentrate and avoid distractions. . .
6. Ability to multitask. . .
7. Ability to be decisive. . .
8. Ability to make good decisions. . .
9. Confidence in your decisions. . .
10. Ability to remember information you know (e.g., a phone number, fact you had
learnt) . . .
11. Ability to learn new information. . .
12. Ability to remember where you put an item (e.g., phone, bag, remote) . . .
13. Ability to write clear instructions for others to follow. . .
14. Ability to comprehend a long explanation or talk. . .
15. Ability to give a long explanation or talk . . .
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2.8 Chapter summary

The process behind the creation of DOME, a questionnaire that evaluates daily metacog-

nition, was examined in this chapter. Justification for designing a new tool was provided

followed by a step-by-step explanation of its development. Results from preliminary

pilot testing showed its validity and reliability as a metacognitive measure. Recom-

mended changes were implemented.

The study for which DOME was created examines daily menstrual cycle meta-

cognitive, physical and affective symptom changes in 120 women across two cycles.

Chapter 3 documents the study methodology and analysis techniques. Study results

and conclusions are presented in subsequent chapters.
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Chapter 3

Methodology



3.1 Chapter Outline

There is a gap in the research pertaining to menstrual metacognitive patterns, both in

terms of possible variation between individuals and co-presence with other menstrual

symptoms. This study looks at the influence of the menstrual cycle on metacognitive

function, through the administration of DOME (Daily Online Metacognitive Evalua-

tion) questionnaire to a large group of women over an extended period of two menstrual

cycles.

In this chapter a detailed description of the study methodology is provided.

Section 3.2 highlights the measure used for the assessment of metacognition. Section

3.3. goes over the data collection procedure. Special attention is given to the optimi-

sation of recruitment and the maintenance of subject engagement over time, owing to

the longitudinal nature of the study. Section 3.4 provides an explanation of the data

analysis procedure. How the data was cleaned and processed is explained in detail, on

account of the large data set and the fact that most of the analysis was carried out on

values derived from the original scores (section 3.4.1). Advanced analysis techniques

were used, and these are comprehensively explained in Section 3.4.2. To prevent dredg-

ing, analysis conditions and parameters were established before exploration. These are

presented in Section 3.4.3.
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3.2 Measure

3.2.1 DOME questionnaire

The Daily Online Metacognitive Evaluation (DOME) questionnaire created for this

study assesses metacognition through the self-assessment of cognitive ability. Respon-

dents rate their perceived cognition relative to how they usually feel and results are

recorded on a visual analogue scale with the anchors ‘Worse than usual’ and ‘Better

than usual’. The tool assesses five domains – general cognitive ability (GCA), attention,

language, memory, and decision making – that are essentially cognitive in nature but

which become metacognitive phenomena once the process of self-evaluation is applied.

Preliminary testing indicated correlated but distinct domains, with all three question

items within the five subscales providing meaningful contribution. Scale sensitivity to

the detection of changes in self-reported cognitive abilities was also evidenced. Sample

questions are presented in Table 3.1.

Table 3.1: Sample questions used to evaluate self-assessed cognition

Construct Domain Question

Cognition Memory . . . ability to remember where you put an item
(e.g., phone, bag, remote)

Attention . . . ability to concentrate and avoid distractions
Language . . . ability to comprehend a long explanation or talk
Decisions . . . confidence in your decisions
GCA . . . cognitive control (i.e., sense of feeling in control ver-

sus being mentally overwhelmed)
Each question was preceded with “In the last 24 hours, how would you rate these measures relative
to how you usually feel. Your . . . ”
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3.2.2 Extended DOME questionnaire

The extended DOME questionnaire measures physical and affective symptoms in ad-

dition to self-assessed cognitive ability. The physical and affective sub-scale questions

were taken from validated studies which had tested for sensitivity to menstrual-cycle

related changes (Kiesner et al., 2016; Kiesner, 2011; Kiesner & Pastore, 2010). For this

section of the tool, the original Likert scale response format of “not at all”, “a little”,

“a moderate amount”, “quite a bit”, “very much” is used, to allow comparison with

previous results. Items used are presented in Table 3.2 and all questions listed in this

study refer to the past 24 hours. Each physical symptom is measured by one question

while affective symptom scores are the averaged result of two questions as carried out

in Kiesner (2016).

Table 3.2: Questions used to measure physical and affective symptoms

Construct Domain Question

Physical Back/joint pain . . . did you have back or joint pain?
Breast . . . did you experience breast swelling or pain?
Gastrointestinal ...did you have gastrointestinal/stomach problems or

pain?
Skin . . . did you experience an increase in pimples or oily skin?
Cramps ...did you have lower abdominal cramps or pain?
Headache . . . did you have headache pain?

Affective Mood Swings . . . did you have mood swings?
. . . did you feel irritable?

Anxiety ...did you feel anxious?
...did you feel tense?

Depressed ...did you feel depressed?
...did you feel sad?

Each question was preceded with “In the last 24 hours . . . ”
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3.3 Procedure

3.3.1 Recruitment

For this study, a target goal of 120 women was set, based on the size used in same

area studies (Kiesner & Pastor, 2010; Kienser et al., 2016). The success of the research

centred around keeping a large group of participants engaged for the extended duration

of the study. This influenced a number of recruitment decisions taken, particularly

whom to target and when to carry out the study. University students were chosen on the

premise that they could potentially have more time for the study. Nursing, Psychology,

Communication and Education departments were targeted because of their large, high

female-to-male ratio classes, and the likelihood that these students would show interest

in the study subject matter. Recruitment started in February, following mid-year exams,

and had to be completed by early April so as to allow a two-month window for students

to finish the study by early June. Effort was made to avoid the end-of-year examination

period so that stress would not influence results. In total nine recruitment sessions

were conducted: three within Psychology, and two each within Nursing, Education and

Communication.

Approximately fifteen minutes were taken from either the start or end of lec-

tures. If taken at the end of the lecture, students were informed that the lecture had not

yet finished so that they would not walk out. An overview of the study was given ex-

plaining the limited conflicting research on cognition and the cycle. Volunteers needed

to be female, not pregnant, and not past their menopause. The exclusions for women

who were either on hormonal contraceptives, hormonal therapy or had irregular peri-

ods (defined as varying by more than one week) were also made clear. Students with

psychological or medical conditions could take part and emphasis was made on the im-
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portance of having women with and without menstrual difficulties participating. Other

points included the personal nature of the questions and the degree of participation re-

quired i.e., daily questionnaires for two menstrual cycles. Students were told that par-

ticipation was anonymous and voluntary, and that compensation would be a certificate

of participation.

Forms were handed out to every female in the room and unused sheets were

collected. Students who wanted to participate wrote their contact details and the ex-

pected date of their next period. Many resorted to period mobile apps to check the

exact date. Students who did not want to take part, or were unable to, were told to

specify the reason why from the options on the form and to leave out their personal

details. All forms were then collected.

3.3.2 Individual meetings

After each class recruitment, participation forms were prioritised based on expected

period due date. Students were contacted by phone and a one-to-one meeting was set

up. A script was prepared so that meetings would have a consistent formula. During the

meeting an explanation and demonstration of the online data collection procedure was

provided and any questions were answered. Subjects were given time to read through

all the DOME questions to ensure everything was clear. Participants then filled in a

consent form as well as a menstrual cycle questionnaire asking for: age of menarche,

period duration, cycle length and regularity, menstrual flow, menstrual cycle disorders

and other psychological/physical conditions. Each person’s expected next period date

was established and participants were asked to set a daily reminder on their phone from

the estimated date to approximately two months after. Participants were then sent an

email with their assigned code and the link to the study.
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3.3.3 Taking the DOME online

The link to the online questionnaire was shortened for ease of recall. Users needed to

access the questionnaire on a daily basis and it was made available on both desktop and

mobile for convenience. Participants were identified through their code with the time

and date of completion automatically recorded and saved. Participants were required to

complete the questionnaire every evening regardless of whether they were menstruating

or not. The final day of their second cycle marked the end of the study. The platform

automatically sent a notification if the questionnaire was not fully completed.

The full questionnaire was divided into four sections: general, self-assessed

cognition, physical and emotional (Appendix A). Apart from the first page, all pages

and the questions within them were randomized for each questionnaire. To start with,

participants had to state whether they were starting the study on the first or second

day of menstruation. If participants could not fill in the questionnaire on the day or if

they accidentally missed a day, the online questionnaire allowed participants to com-

plete one questionnaire for the previous day and one for the present day. To control

for this, the second question on each questionnaire was whether it was in relation to

“yesterday” or “today.” Participants were then asked if they had menstrual bleeding

or spotting, the number of times they changed their pad/tampon and to list any major

events that happened on the day and that may influence their responses. For the Likert

scale questions participants had to click radio buttons, while for the visual analogue

scale questions participants had to drag a slider between the two anchors. If a slider

was skipped participants could not move on to the next question.
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3.3.4 Follow-up

After filling in their first entry, participants received an acknowledgement email con-

firming that their data was received. Follow-up emails were then sent after week one

and week four. Two weeks before the end of the study participants were sent a final

thank you email. Throughout data collection a daily log was taken, recording par-

ticipant entries. Participants who did not complete the questionnaire were reminded

through email to fill it in the next day. Those who did not fill in the questionnaire for

three consecutive days were dropped from the study. Participants who had over nine

missing entries across two menstrual cycles were also removed.

3.3.5 Ethics

All methods and procedures conformed to the ethics and data protection guidelines of

the University of Malta. The University of Malta ethics research committee reviewed

and approved this study.
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3.4 Data

3.4.1 Data cleansing

Data was cleaned according to the following assumptions. If any submissions were

incomplete these were removed from the study and if there were any double entries for

the same day (participants sometimes forgot that they had already filled in the ques-

tionnaire) the first entry was assumed to be the correct one. Entries for the participants

who had dropped out were removed from the study.

Participants also had to report whether they were filling in the questionnaire for

that day — “today” or the day before — “yesterday”. Since a large number of partici-

pants filled in the questionnaire late at night the ‘deadline’ for the day was taken to be

4am rather than 12am. For example, an entry marked “today” time-stamped 12.04.19

01.15am would be considered to be the entry for 11.04.19. Entries after 12am (but be-

fore 4am) marked “yesterday” and time stamped 12.04.19 would also be considered as

entries for 11.04.19 unless the previous day (the 10th) had been missed in which case

participants would be contacted to verify which day the questionnaire was filled in for.

Time and date had to be rescaled to place all participants on the same metric

since every person had a different cycle length. This was calculated as day within the

cycle/number of days in cycle. The start of cycle one was mapped to 0, the end of

cycle one to 1 and the end of cycle two to 2. Having the time variable represented as a

proportion of the cycle length normalises the variable to allow easier comparison across

individuals with different cycle lengths and/or across cycles of a different length within

the same individual. For the purposes of visualisation, the time variable was further

discretised by binning each cycle into twenty equal-width bins.
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Participants had the option of starting on the second day of their period when

they missed data entry on their first day. For these participants an extra blank entry was

added and taken as the 1st day of their period. Some participants mistook mid-cycle

bleeding as the first day of their period. This data was fixed so that the first day of the

cycle represented the first day of consecutive period bleeding. All raw data prior to

changes was saved.

3.4.2 Analysis techniques

Data analysis was carried out using two analysis techniques. Individual variation in

symptom change differences was examined using multilevel modelling and the co-

variation of cyclic changes across symptoms was studied through structural equation

modelling. All parts of the analysis involved cosine regression.

3.4.2.1 Cosine regression

Cosine regression estimates the basic cyclicity parameters in non-linear data by first

transforming the linear time variable into a cosine variable. This allows linear regres-

sion of the score variable against the cosine term. Performed on this transformed data,

linear regression fits an intercept and slope as in the typical use case. With respect to

the untransformed data however (i.e., with respect to the original linear time variable),

the intercept is equal to the mean value of oscillation, and the slope corresponds to the

amplitude of oscillation. Visually speaking, the process fits the nearest cosine shape to

the original data, preserving the initial trough or crest.

The data follows overall trends that are well-captured by the cosine wave, even

if we allow for slight variation in shape and the fact that the peaks are typically sharper

than the troughs. This regularity in the collected data therefore justifies the use of cosine
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Figure 3.1: Transforming between the linear time variable and the
cyclic variable cos(2πt).

regression on the score variables. It should be noted that in general, cosine regression

is less successful in modelling cyclic phenomena that are time shifted with respect to

cycle onset or have a complex shape. This situation, fortunately, does not arise.

3.4.2.2 Multilevel modelling

Multilevel models recognise the possibility of hierarchical relationships in data and

allow residual components to be modelled at each level (Peugh, 2010). In the present

case, this kind of modelling was used to confirm whether interpersonal variation is

significant or not. Multilevel analyses were run on three different models, each one

building on the next, to confirm whether fitting a more complex model results in a

better explanation of the random variance.

The 1st level model looked at between-participants mean differences, running

the analysis with the intercept as random effect.

Yi j = B0 + U0 j + ri j

where Yi j is the score of subject j at time i, B0 is the fixed intercept (group level mean),
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U0 j is the random intercept (individual mean difference) and ri j is the within-subject

residual.

The 2nd level analysis included the intercept as a random effect (random inter-

cept) as well as the fixed effect (amplitude) of cosine.

Yi j = (B0 + U0 j)+(B1 × cos(2πt))+ ri j

where B1 is the fixed effect of cosine (the average amplitude across participants).

In the 3rd level the analysis was run with both the intercept and slope as random

factors.

Yi j = (B0 + U0 j)+
(
B1 +U1 j

)
cos(2πt)+ ri j

where Ui j is the random effect of cosine (the individual’s amplitude difference).

The proportion of variance attributed to mean differences between individuals

can be captured using the ICC (Intraclass Correlation Coefficient). An ICC of 0 indi-

cates that participants do not differ from one another in their average scores while an

ICC of 1 suggests that all of the variability is between subjects (Bolger & Laurenceau,

2013). The ICC for an unconditional model is calculated by dividing the variance from

the random intercepts by the total variance (random + residual) as seen in the following

formula:

ICC =
Û0 j

Û0 j + r̂i j

where Û0 j is the variance of U0 j and r̂i j is the variance of ri j.

The remaining ICC variance is attributed to variations between within-individual

replications.
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The effect size for the fixed slope model can be found by dividing the difference

in residual variance between the first and second models by the residual variance of the

first model. This is given by:

f2 =
σ2

1 − σ2
2

σ2
1

where f2 is the effect size of the fixed slope model, and σ2
1 and σ2

2 are the residual

variances of the first and second models respectively. The effect size quantifies the

proportion of within-person variance explainable by the particular model.

The effect size for the random slope model can be found by dividing the dif-

ference in residual variance between the first and third models by the residual variance

of the first model. This is given by:

f3 =
σ2

1 − σ2
3

σ2
1

where f3 is the effect size of the random slope model, and σ2
1 and σ2

3 are the residual

variances of the first and third models, respectively. The third model will be an im-

provement over the second model if it can explain a significantly larger proportion of

the residual variance of the first model.

Table 3.3: Fixed and random effects in each model

Type of Effects Model

1 2 3

Random intercept (mean) ✓ ✓ ✓

Fixed slope (cosine amplitude) ✗ ✓ ✗

Random slope (cosine amplitude) ✗ ✗ ✓
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The analysis was carried out on all cognitive abilities, and physical and affec-

tive symptoms in turn. Table 3.3 shows a summary of the fixed and random effects for

each model.

3.4.2.3 Structural Equation Modelling

Co-variation across symptoms was studied through structural equation modelling (SEMs).

The previously computed cosine amplitude coefficients were saved for each participant

and for each variable and used in a series of nested SEMs where one model could be

compared to the next. The goal was to see how cyclical change is best modelled and

to examine the associations between symptoms at both a construct and base symptom

level. These relationships are explained through the model with the best fit.

Structural equation modelling is a multivariate technique used to establish rela-

tionships among common factors; particularly latent constructs. Since these constructs

are unobservable, they have to be properly defined using a measurement model prior

to carrying out the SEM. A natural starting point is an EFA (exploratory factor analy-

sis) whereby unconstrained model provides the factor structure (see chapter 2, Wang &

Wang, 2019). In this case, one goes in blind, without predetermining which observed

indicators load into which factors and the number of factors. With SEMs however, it

is unlikely that one does not have an apriori hypothesis on what items can be linked

to which constructs and on the relationship between the constructs themselves. In this

case a confirmatory factor analysis (CFA) is used to test a theory-led factorial structure

with specified parameters (for overview see Streiner 2006; Phakiti, 2018). CFAs fall

under the SEM umbrella and differ from the latter in that they do not investigate causal

links between latent constructs (Streiner, 2006). This study will stop at the measure-

ment model and not get into structural modelling since no position will be taken on

how or why the latent variables are correlated.
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With SEMs it is illustrative to represent the hypothesized relations in a diagram,

especially since most software accept these diagrams as input. An example of a basic

SEM is given below, together with a description of the most common symbols used in

CFA and SEM (See Table 3.4).

In this study, the first series of SEM runs look at physical and affective symp-

toms, testing the factor structure proposed in the 2016 research. The second set of

SEM runs focus on the novel cognitive changes. The last set of SEMs look at cognitive

changes in conjunction with physical and affective symptoms.

3.4.3 Assumptions, parameters and thresholds

3.4.3.1 Exploratory Factor Analysis (EFA) for SEM

This study used Factor analysis (FA) over Principal Component Analysis (PCA) since

the former separates the unique variance and error of a variable from its shared variance

while PCA does not discriminate between the two and assumes that the shared variance

makes up all of the total variance without accounting for any unique contribution. In-

depth arguments for and against, are beyond the scope of this paper but have been well

covered in the following reviews, Costello & Osborne (2005), Gorsuch (1997), Howard

(2015).

In cases where the data was normally distributed Maximum Likelihood was

used as the factor extraction method. If the data was significantly non-normal, Principal

Axis Factoring was used instead.
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Table 3.4: Overview of common symbols used in CFA and SEM

Symbol Explanation

A rectangle indicates an ob-
served variable

An ellipse indicates a latent
construct

A double headed arrow be-
tween rectangles implies a
non-causal relationship be-
tween observed variables. A
value on a double headed ar-
row is a correlation coeffi-
cient
A double headed arrow be-
tween ellipses implies a non-
causal relationship between
latent factors
A unidirectional arrow im-
plies a causal relationship
from a factor to an observed
variable. ε is the error associ-
ated with the measured vari-
able

A basic measurement model
(CFA) with non-causal rela-
tionship between two corre-
lated factors

A basic structural model
(SEM) with paths reflecting
causal dependency among
latent variables
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The following assumptions needed to be met before the factor analysis could

proceed, as reviewed in Howard (2015):

1. A case to variable ratio higher than 5:1 with above 10:1 being preferable.

2. No multicollinearity as indicated by the determinant of the correlation matrix.

Calculated in SPSS a determinant greater than 0.00001 provides evidence of no

multicollinearity.

3. A Kaiser-Meyer-Olkin Measure of Sampling Adequacy (KMO test) higher than

0.7 with 0.5 being the absolute minimum. The KMO indicates the proportion of

variance in the variables that might be caused by underlying factors.

4. A significant Bartlett’s test of Sphericity. Bartlett’s looks at whether variables are

related enough to allow structure detection. If the correlations between variables

are too small, Bartlett’s is non-significant and factor analysis can’t go ahead.

All variables with communalities lower than 0.2 were removed since they

do not load properly onto the factor solution. The number of factors to be retained

were chosen by multiple tests as recommended by Thompson (2004) and Henson and

Roberts (2006). For the K-1 test, eigenvalues greater than 1 were kept. Factor reten-

tion was also tested using the scree plot where the component number indicated by

the ‘elbow’ in the plot minus one is usually taken as the number of factors that should

be retained. If the suggested number of factors varied between tests, Horn’s parallel

analysis was conducted to help determine results.

Varimax rotation was used as a rotation method since it produces clear results

which are easy to interpret. Output results were sorted by size and coefficient values
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less than .4 suppressed. In cases where coefficients were loosely correlated (majority

at .6 or less) a cut-off point of .3 was used (Gaskin & Happell, 2014). Cronbach alpha

was carried out on each group of variables to verify reliability. 0.7 or higher is usually

cited as the acceptable cut-off point (Cronbach, 1951; Tavakol & Dennick, 2011).

3.4.3.2 Confirmatory Factor Analysis (CFA) for SEM

For CFA sample size, a basic rule of thumb is a minimum N in the range 100-150

(Anderson & Gerbing, 1984; Ding, Velicer, & Harlow, 1995; Tabachnick and Fidell,

2001) which was exceeded in this case. In other cases, sample size is often considered

in light of the number of observed variables using the ratio N:q where N is the number

of cases and q is the number of free parameters. These are parameters which are not

fixed at a particular value and can include all elements of the SEM; observed variable

variances, latent variable variances, regression paths, covariances etc. (Kenny, 2011).

Whether parameters are free or fixed is usually indicated by the software being used

and can simply be counted. The golden ratio is usually 10:1 case to free parameters

(Jackson, 2001; Kline, 2011) with the recommended minimum being 5:1 (Bentler &

Chou, 1987).

Multivariate normality was checked to decide what estimation procedure to

best use for the CFAs. The Doornik-Hansen test was chosen since it is more pow-

erful than other normality tests like the Shapiro-Wilk when dealing with multivariate

distributions (Doornik & Hansen, 2008). Maximum Likelihood is usually the default

estimation method but in the case of the multivariate normality assumption failing, a

more robust version of ML is needed. The Satorra-Bentler rescaled chisquare statistic

(Satorra and Bentler 1994), is ideal since it compensates for the nonnormality of vari-

ables (Stern, Katz-Navon, Naveh, 2008). Reliability was verified using Cronbach alpha

for each group of variables loading onto a latent factor, for each model.
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To assess model fit, multiple fit indices are reported and not just one. Klein

(2005), suggests the use of the following tests apart from the χ2 test: the standardized

root mean square residual (SRMR; Jöreskog & Sörbom, 1981), the comparative fit in-

dex (CFI; Bentler, 1990) and the root mean-square error of approximation (RMSEA;

Steiger & Lind, 1980). The fit indices chosen have different properties and measure

goodness-of-fit in different ways as recommended by Brown (2006). The CFI is a

comparative fit index, while the SRMR and RMSEA are indices for the model’s abso-

lute fit. The SRMR is a residual based fit index and the RMSEA is parsimony-adjusted.

The cut-off points for fit indices are highly contentious and vary between researchers.

The ones used here are provided by Browne & Cudeck (1993) and Hu & Bentler (1999)

and are considered the most canon and most adopted (Jackson, 2009). χ2 should fail

to reject the null hypothesis with values closer to zero indicating a better fit. CFI >.95,

RMSEA and SRMS <.08 is acceptable but <.06 provides a better fit.

Since there is the temptation of using post hoc modifications to find a fitting

model, this study only used modification indices when necessary and when there was

theoretical validation to do so. Following MacCallum (1995), no more than two MI

recommendations were carried out on a model.

3.4.4 Software

All CFAs and SEMs were carried out using Stata Rel. 16 (Stata Corp, 2019). All parts

of the EFA used SPSS V.26 (IBM Corp, 2019), except for Horn’s Parallel Analysis

which was done in Stata. Cronbach’s alpha was run in SPSS and testing for multivariate

normality in Stata. All multilevel analyses were conducted using the Stata GLLAMM

(Generalized Linear Latent and Mixed Models) program with adaptive quadrature.
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3.5 Chapter summary

This chapter provided an overview of the study measure and procedure used, together

with an explanation of the data processing and analysis techniques. In Chapter 4, the

results look into individual differences and co-variations in physical and affective symp-

tom change. Chapter 5, on the other hand, focuses on cognitive results.
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Chapter 4

Results I

Physical and Affective Symptom Changes



4.1 Chapter Outline

Kiesner et al. (2016) set out to demonstrate the extent of individual differences in

women in cyclical symptom change as well as the covariation in symptom cyclicity,

with focus on physical, affective symptoms and attributional style. This study repli-

cates Kiesner et al. (2016) by using the same measures, procedures and analyses as

the original work. It also extends beyond, by looking at the Maltese context, testing

whether results can be generalized to other cultures. Replication study results for the

physical and affective symptoms are presented in this chapter. Section 4.2 looks at par-

ticipant response rates and menstrual cycle data, followed by an exploratory analysis

in section 4.3. Results for multilevel modelling and structural equation modelling are

presented in section 4.4. and 4.5 respectively. All reporting procedures are based on the

guidelines provided by well-established works; Jackson et al. (2009) for CFA, Costello

and Osborne (2005) for EFA and McDonald et al. (2002) for SEM. The following con-

vention will be applied throughout: all symptom variables are italicised and all latent

constructs are capitalised.
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4.2 Demographics

4.2.1 Participants

In total 363 students were contacted to participate, 170 (47%) of whom signed up for

the study. Of the 193 who declined, 56% cited hormonal drugs as the reason, 18%

non-regular periods, 16% a lack of interest in the research and 10% gave other reasons;

predominant ones being lack of time, lack of commitment, and not feeling comfortable

doing the research.

Of the 170 individuals who agreed to participate, 121 (71%) participated for

the full study, providing data for two cycles. 29 people dropped out before the meeting

and 20 after starting the study. 141 one-on-one meetings were carried out. The average

length of the two menstrual cycles was M=30 (SD=4.89) days for Cycle 1 and M=29.9

(SD=4.94) days for Cycle 2 with an average length of M=59.9 (SD=8.19) for the two

consecutive cycles. The maximum number of days was 93 with a minimum of 41 for

the two cycles. All participants reported a standard age of menarche ranging from

8-16 years of age. A heat map of the participants’ bleeding days showed that 14% of

participants experienced mid-cycle bleeding. This is comparable to the 13.3% (n=3941)

reported in the highly cited paper by Rowland et al. (2002). Menstrual bleeding lasted

for a median of 5 days (mode: 5 days; range: 3–9). One participant was excluded

because of irregular extended bleeding activity in the second cycle which continued

right up to ovulation.
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Figure 4.1: Heat map of participants’ bleeding days. Coloured cells are bleeding
days. Lighter red cells are an artefact of the binning process. If two days fall within
the same time bin, only one of which shows bleeding, the resulting colour is a lighter
red. Grey cells are missing data. The time variable is presented as a ratio of each
participant’s cycle length. Participant numbers do not reflect participant code.

4.2.2 Response

Participants filled in a total of 7,172 complete questionnaires, averaging 59.7 question-

naires for each participant. Eleven participants started on their second day of the cycle.

On average, participants had 1.8 (SD=2.3) missing entries across the two cycles. Out

of all the complete questionnaires, 74% were completed on the day labelled “today”

and 26% were labelled “yesterday.”
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4.3 Exploratory Data Analysis

A total of six physical and three affective variables were studied. Physical symptoms

were measured by one question while affective scores are the averaged result of two

questions. When analysing a variable that is expected to be cyclical, it is important to

consider both the pattern of the variable over time and the distribution of the variable's

values. Figures 4.2 and 4.3 show the variable scores averaged across individuals as

a function of time for the physical and affective symptoms respectively. The shaded

bands describe the confidence interval (to within one SD) of the score means. As

described in section 3.4.1 the time variable t is the binned ratio of each participant’s

cycle length.

Figure 4.2: Score-time plot for physical variables
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Scores for the physical variables in Figure 4.2 show clear cyclicity with rela-

tion to the cycle, encouraging further exploration. Multiple variables peak at day 1 of

the cycle, with Cramps being the most prominent. Breast pain is a leading indicator,

peaking just before the start of the cycle and reaching its minimum at a quarter to one

third of the cycle. It is also smoother compared to other variables. Headaches is only

mildly cyclical and relatively noisy. It is interesting to note that in the time-plot, each

consecutive peak is smaller. This could suggest inflated attention to symptoms at the

beginning of the study, levelling out in time.

The score-time plot for the affective symptoms is presented in Figure 4.3. As

seen, cyclicity is confirmed with affective symptoms as well, even though the effect is

less pronounced and noisier than for physical symptoms. This is expected since the

Figure 4.3: Score-time plot for affective variables
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affective state is more likely to be influenced by external events. Mood Swings show

the highest amplitude. Consecutively smaller peaks can be seen for all three symptoms

as the study progresses.

Figures 4.4 and 4.5 show the box plots for the physical and affective variables

respectively. The red bar indicates the mean, the grey bar the median and the green

rectangles extend over the interquartile range (25th – 75th percentile) with whiskers

showing the 5th and 95th percentiles. Scores in Figure 4.4 are skewed towards the

lower end of the scale since most symptoms present only mildly or negligibly for most

of the cycle. Skin shows a larger mean and spread than the other variables. In Figure

4.5 scoring is similarly skewed towards the lower end of the scale. Depressed shows a

smaller mean and spread than Anxiety and Mood Swings.

If a variable that is expected to be cyclical shows a wide distribution of values

when measured across time and subjects (box plots), but a small cyclic effect when the

trajectory is averaged across subjects (time plots), it can be concluded that a significant

portion of the variation is likely due to differences between subjects (or noise). This

suggests that the cyclical pattern may not be as consistent across all subjects, and that

individual differences may be influencing the measurements. An obvious outlier, Skin,

has higher variance and a greater mean than the other variables (Figure 4.2). In the time

plot, however, its amplitude is moderate when compared with the other variables, which

could suggest high between-person variation. In contrast, Anxiety and Mood Swings

have a similar distribution in the box plot, but Mood Swings shows more variability

than Anxiety in the time plot, suggesting a higher portion of within-person variation in

the former.
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Figure 4.4: Box plot of raw scores for physical symptoms. The red bar indicates the
mean, the grey bar the median, and the green rectangles extend over the interquartile
range (25th – 75th percentile) with whiskers showing the 5th and 95th percentiles.

Figure 4.5: Box plot of raw scores for affective symptoms. The red bar indicates the
mean, the grey bar the median, and the green rectangles extend over the interquartile
range (25th – 75th percentile) with whiskers showing the 5th and 95th percentiles.
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4.4 Cosine Regressions

The distribution of cosine amplitudes for physical and affective symptoms is presented

in Figure 4.6.

All interquartile ranges are positive so the majority of individuals have positive

cosine amplitudes (W shaped). For the symptoms Depressed, Anxiety and Headache,

Figure 4.6: Distribution of cosine amplitudes for physical and affective symptoms.
The rectangles within the violin plots show the interquartile range (25th – 75th per-
centile), the red line denotes the mean, and the grey line the median. Whiskers show
5th-95th percentile range and outliers are represented by circles. For the purposes of
visualisation, the y-axis was rescaled to allow comparisons with the graph published
in Kiesner et al., (2016). A single Skin reading was a distant outlier, and was there-
fore removed for the purposes of visualisation.
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approximately 25% have a negative cosine amplitude (M shape), while other symptoms

have less. Headache and Depressed have the narrowest distributions while Breast has

the widest.

Figure 4.7 shows the distribution of cosine amplitudes in the Kiesner et al.,

(2016) paper. The majority of inter-quartiles ranges are positive (note that merit and

blame are not being replicated) and Depressed, Anxiety and Headache have the high-

est percentages of negative cosine amplitudes. Breast has the widest distribution and

Depressed the lowest. Absolute values fall between the same range (between -10 and

40 for 5th-95th percentile) for the two studies. These results show that there are strong

visual similarities in cosine amplitude distributions between the Kiesner et al., (2016)

and this study.

Figure 4.7: Distribution of cosine amplitudes in Kiesner et al. (2016)
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Figure 4.8: Correlation heat map of physical and affective cosine amplitudes

Figure 4.8 shows the correlations between physical and affective cosine ampli-

tudes. The variables that share the most variance are Depressed and Mood Swings

(44%) and Depressed and Anxiety (32%). Physical symptoms share less variance

amongst themselves compared to psychological variables, with the highest being be-

tween GI and Cramps (28%) and Back Pain and Cramps (26%). Skin shows low shared

variance across all symptoms (range of 0.04% -6%). Across different constructs GI and

Mood Swings show the highest shared variance with 22%.
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4.5 Multilevel Analyses

4.5.1 Outline

Multilevel analyses were run on three different models, each one building on the next,

to confirm whether fitting a more complex model results in a better explanation of the

random variance. All multilevel analyses were conducted using the Stata GLLAMM

(Generalized Linear Latent and Mixed Models) program with adaptive quadrature.

4.5.2 Findings

The first model included the intercept as random effect. Intraclass Correlation Coeffi-

cients (ICC) are presented for each variable in Table 4.1 below, in order of increasing

magnitude. The table also compares the ICC values for the Kiesner et al. (2016) study

with those from the current study. The ICCs show the proportion of variance attributed

to mean-level differences between participants, with higher scores indicating higher

between-subject variability as opposed to within-person variability. The variables with

the lower ICCs (Cramps, Breast and GI) were the same across both studies. Variables

on the other end of the spectrum differed however, with Skin and Mood Swings having

the higher ICCs in the Kiesner et al. (2016) study as opposed to Anxiety and Back/Joint

Pain in the replication study. All nine variables had mean differences that were signif-

icantly different than zero, as suggested by the exclusion of zero from the 95% CI and

confirmed by the Likelihood -ratio test (p<0.001).

The second model had a fixed slope and a random intercept, through the addi-

tion of the cosine function as a fixed effect. Thus, between person variability is mod-

elled as a random effect with one separate mean level shifting up or down according to
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Table 4.1: Comparison between replication and original study (Kiesner et al., 2016) of model 1
(intercept as random effect) outputs for each symptom variable

Symptom ICC (replication study) ICC (Kiesner et al., 2016)

Cramps 0.2 0.17
Breast 0.24 0.26
GI 0.26 0.26
Skin 0.33 0.43
Headache 0.33 0.29
Mood Swings 0.36 0.33
Depressed 0.37 0.27
Anxiety 0.42 0.29
Back/Joint 0.44 0.29
ICCs show the proportion of variance attributed to mean-level differences between participants, with
higher scores indicating higher between-subject variability as opposed to within-person variability.
Model 1 had a random intercept and does not account for slope. All nine variables had mean differ-
ences that were significantly different than zero (p<0.001).

each individual. All variables showed significant fixed effects indicating that introduc-

ing cyclicity improves the model. This finding is also seen in the Kiesner et al. (2016)

study.

Fixed effect sizes are presented in Table 4.2 alongside those of the original

study to allow comparison. Results show a wide variety ranging from 1% to 14.5%.

The variance explainable by the second model is similar in both studies, and with the

exception of GI (which shows a higher percentage in the replication study), symptoms

follow the same increasing order in both studies.

The third model allows for a random slope. Random effect sizes are presented

in Table 4.2. above. These vary widely, from 2.8% to 24%. As in Kiesner et al. (2016),

random effects are approximately double the fixed effect. This shows that individual

differences in cyclicity explain approximately twice the effect attributable to average

effects. The near-zero significance level (p ≤ .001 for all variables) indicates that the

more complex model with a random individual-specific cosine amplitude is superior to

the model that only allows for an individual-specific shift. This finding replicates Kies-
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Table 4.2: Comparison between replication and original study (Kiesner et al., 2016) of fixed
(model 2) and random (model 3) effects for each symptom variable.

Replication Study Kiesner et al. (2016)

Symptom %Var
Fixed

%Var
Random

%Var
Fixed

%Var
Random

Anxiety 1.6 4.1 1.0 3.8
Depressed 1.6 3.5 1.6 4.0
Mood Swings 3.9 6.7 3.4 6.6
Headache 1.0 2.8 1.0 3.1
Skin 2.9 8.7 4.3 11.3
Back/Joint 2.9 7.2 3.8 8.4
GI 6.1 11.4 2.9 6.4
Cramps 11.1 16 14.4 18.3
Breast 14.5 24.1 18.1 30.7
The effect size quantifies the proportion of within-person variance explainable by the particular
model. Model 2 had a fixed slope and a random intercept. All variables showed significant fixed
effects (p<0.001) indicating that introducing cyclicity improved the model. Model 3 had a random
slope and a random intercept. All variables showed significant random effects (p<0.001) indicating
that accounting for individual differences improved the model.

ner et al. (2016) and confirms “the presence of individual differences in the strength

and direction of symptom cyclicity across individuals” (p. 888).
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4.6 Structural Equation Modelling

4.6.1 Overview

To test the reliability of the best fitting factor structure in Kiesner et al. (2016), confir-

matory factor analysis will be carried out following the same model configurations and

nesting procedure, whereby the successive model is compared to the previous, as in the

original work. CFAs are ideal as a testing method in this case since pre-existing models

already exist. Since Kiesner et al. (2016) does not provide a rationale for the variables

chosen to define the model factors, the current study will also carry out an EFA to test

the best fitting structure suggested by data.

Three models will be replicated: a one-factor model with all variables load-

ing onto one factor; a three-factor model with variables loading onto uncorrelated

headaches, physical and affective latent factors; and finally - the Kiesner et al. (2016)

model of best fit - a three-factor model with correlated headaches, physical and affec-

tive latent factors. These three models will then be compared to that generated by the

EFA, provided it is not one of the already hypothesized model structures.

Before fitting the models, multiple processes will be carried out to ensure high

quality data. As mentioned in the previous chapter, the saved cosine amplitudes will

be used, rather than the raw scores, since we are relating symptom cyclicity and not

comparing symptoms at particular points in the cycle. Working with cosine amplitudes

reduces the dataset from 7000+ data points to 120 data points. The derived data set

contains no missing values. Prior to the analysis multiple assumption tests are carried

out to ensure the data set is suitable for factor analysis. These include multicollinearity

tests, Kaiser-Meyer-Olkin measure of sampling adequacy and Bartlett’s test of spheric-
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ity. All tests are listed in section 3.4.3.1 in the previous chapter. Cut-off points for CFA

fit indices tests are presented in section 3.4.3.2.

4.6.2 Replication CFA

For step one of finding a model of best fit, three models were explored. These were

the same as those tested in Kiesner et al. (2016): a one-factor model, an uncorrelated

three-factor model and a correlated three-factor model.

4.6.2.1 Assumption tests

The case to variable ratio of the most complex model exceeded the minimum sample

size threshold of 5:1 cases to free parameters, having 120 data points to twenty pa-

rameters. The Doornik-Hansen test rejected normality of the data (χ2 (18) =119.817,

p<0.001) and so a Maximum Likelihood estimation method with robust standard errors

was employed together with the Satorra-Bentler correction.

The first CFA was a 9-item model loading onto one latent factor. A good level

of reliability was demonstrated (α=.78) suggesting internal consistency without item

redundancy. The three-factor model composed of three affective items (α=.82), five

physical items (α=.70) and one item for headaches showed a high level of reliability.

Stata does not converge when only one observed variable loads onto a latent

variable, as is the case for Headache. In this situation the replication value needs to be

changed so that the loading is not equal to one. By fixing the reliability value to 0.8 we

accounted for the realistic assumption that the observed variable might not have mea-

sured the underlying latent variable perfectly. Ideally, the constraint carried out would

have been the same as in the original, however this was not specified in the Kiesner et
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al., (2016) study. The reliability coefficient chosen of 0.8 is based on Nunnally’s 1994

recommendations for applied research.

4.6.2.2 Replication CFA findings

Findings are presented in Table 4.3. The results show that the one-factor model which

loaded all nine variables onto one factor does not fit the data well. The model failed

all the required criteria imposed by the goodness of fit tests. The same is seen for the

second model, a three-factor model with no set correlations among the latent variables.

The third model, with the same factor structure but with correlating factors, fit the data

well, with all four fit indices meeting the minimum threshold for fit.

Table 4.3: CFA results based on Kiesner et al. (2016) models

Model χ2 df p-value CFI AIC RMSEA SRMR
One-Factor 71.782 27 <0.001 0.779 -4.339 0.118 0.1
Three-Factor Uncor-
related

64.85 28 <0.001 0.818 -22.968 0.105 0.199

Three-Factor Corre-
lated

30.017 25 0.224 0.975 -65.298 0.041 0.062

CFI = comparative fit index, AIC = Akaike's information criterion, RMSEA = root mean square
error of approximation, SRMR = standardized root means square residual

To allow readers to make a quick assessment of fit, a scoring system was de-

vised whereby models meeting the criteria for two tests or less were labelled a “poor

fit” and those that met the criteria for all tests marked as “good fit” (see Table 4.4).

Though not present in this study, models meeting three of four tests would have been

classified as “moderate fit”.

The third model was re-run with an additional correlation between Cramps

and Mood Swings as suggested by the modification indices in the original paper. While

a good fit was produced, (χ2 (24) = 29.673, p=.196; CFI=.972; AIC=-63.32; RM-

SEA=.045; SRMR=.062) fit indices were better without it, and so this additional cor-

125



Table 4.4: Assessing goodness of fit for one-factor and three-factor models

Model p-value CFI RMSEA SRMR Model Fit
>.05 >0.95 <0.06 <0.08 <0.06 <0.08 Decision

One-Factor ✗ ✗ ✗ ✗ ✗ ✗ Poor Fit
Three-Factor
Uncorrelated

✗ ✗ ✗ ✗ ✗ ✗ Poor Fit

Three-Factor
Correlated

✓ ✓ ✓ ✓ ✗ ✓ Good Fit

CFI = comparative fit index, AIC = Akaike's information criterion, RMSEA = root mean square
error of approximation, SRMR = standardized root means square residual

relation was not included in the final model. Results are in line with the Kiesner et al.

(2016) paper and provide strong support for the correlated three-factor model and the

variables loading onto each factor.

4.6.3 EFA

For step two of finding a model of best fit, an EFA was carried out to see what model

configuration would be suggested based on the data. As in the previous section, analysis

was carried out on the saved cosine amplitudes and not the raw scores.

4.6.3.1 Assumption tests

Factorability was studied for nine variables. Case to variable ratio of 120:9 was above

the suggested 5:1 minimum. The Doornik-Hansen test rejected normality (χ2 (18) =

119.871, p<0.001) and so Principal Axis Factoring was chosen as the factor extraction

method instead of Maximum Likelihood.

All items were significantly correlated (p<0.05) except for Skin which did not

show significant correlations with any variables except Breast (p=0.002) and Headache

(p=0.006). The communality for Skin was also below the .3 cut-off at 0.07 (Table 4.5a),
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Table 4.5: Communalities

Initial Extraction
Depressed .576 .765
Anxiety .454 .529
Mood Swings .525 .602
GI .460 .531
Back/Joint .489 .569
Cramps .381 .474
Breast .348 .301
Headache .227 .193
Skin .125 .071
a. Before skin variable was removed

Initial Extraction
Depressed .572 .749
Anxiety .454 .543
Mood Swings .525 .602
GI .459 .538
Back/Joint .486 .599
Cramps .377 .485
Breast .310 .281
Headache .190 .179

b. After skin variable was removed

suggesting loose loading onto the factor solution. Therefore, Skin was removed from

the analysis. The communality for Headache was also below the cut-off (0.193). The

EFA was re-run without Skin but the communality for Headache remained low (Table

4.5b). Headache was the second variable removed from the analysis.

Kaiser-Meyer-Olkin came in at .78, above the recommended .6, and Bartlett’s

test was significant (χ2 (21) = 300.267, p<0.001). The determinant was greater than

0.00001 (0.075). All communalities were now well over .2. Factor analysis assump-

tions were considered met.

4.6.3.2 EFA findings

Using the Kaiser (K1) criterion a two-factor model was suggested with the first factor

accounting for 47.7% of the variance and the second factor 18.8%; cumulative total of

66.5%. All other presented factors were discarded since they had eigenvalues below 1.

Varimax rotation was used to rotate loadings and make the readings clearer to interpret.

Items were sorted by size and those loading at lower than .4 suppressed. The variables

loading onto the first factor were physical: Back/Joint, Cramps, GI and Breast and the

variables loading onto the second variables were affective: Depressed, Anxiety, Mood
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Figure 4.9: Physical and affective symptom scree plot

Swings. Factor labels were therefore kept the same as in the Kiesner et al. (2016) paper.

Factor structure was then examined using a scree plot, but it was unclear at which point

the eigenvalues were “levelling off” (see Figure 4.9).

Since the readings from the scree plot were not clear, factor structure was also

examined using parallel analysis. PA presented seven factors, three of which were

retained since the 4th factor had an eigenvalue of -0.03 (below the cut-off point of 1).

Loadings were rotated using varimax with the suppression of items lower than .4. A

look at the rotated matrix (Table 4.6) shows that all variables loaded onto Factor 1 and

2. None loaded on Factor 3, suggesting that Factor 3 must have contained loadings

below .4 which were suppressed. Value loading suppression at .4 is justified since the

rest of the variables have high loadings.
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Table 4.6: Physical and affective Rotated Component Matrix

Variable Factor 1 Factor 2 Factor 3 Uniqueness
Depressed 0.7807 0.3447
Anxiety 0.7155 0.4769
Mood Swings 0.7028 0.4026
GI 0.6366 0.4872
Back/Joint 0.6900 0.4284
Cramps 0.6704 0.5378
Breast 0.4543 0.6301
Extraction Method: Principal Axis Factoring. Rotation Method: Varimax. Loadings blank at <.4

The PA therefore supported the two-factor model proposed by the eigenvalues

and scree plot tests. The variables which loaded onto Factor 1 and Factor 2 were the

same as those in the K1 test and in the parallel analysis and were thus retained accord-

ingly. Both physical and affective factors were tested for reliability using Cronbach’s

and with scores of α=.75 and α=.8 respectively, both showed high reliability.

4.6.4 CFA based on EFA modifications

For step three, CFA was once again carried out so as to test the configuration suggested

by the EFA. EFA suggested that 1) the variable Skin correlated very weakly with the

other variables, and could be a candidate for removal, the same applying to Headache

but to a lesser extent; 2) the removal of both these variables produced a two-factor

model with physical and affective latent factors.

The first model to be tested out had both Skin and Headache removed. It was

therefore a two-factor model with both latent factors correlated. While this model was

a good fit (see Table 4.7), it did not perform any better than the theoretically driven

three-factor model presented above (see Table 4.3). The second model tested retained

Headache but removed Skin, so it was a three-factor model with correlated physical,

affective and headache latent variables. This model, with the just the skin variable
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Table 4.7: CFA results based on EFA modification suggestions

Model χ2 df p-value CFI AIC RMSEA SRMR
Two-factor without Skin
& Headaches

20.350 13 0.087 0.962 -96.75 0.069 0.062

Three-Factor without
Skin

23.306 18 0.179 0.975 -147.89 0.05 0.059

CFI = comparative fit index, AIC = Akaike's information criterion, RMSEA = root mean square
error of approximation, SRMR = standardized root means square residual

Table 4.8: Comparing goodness of fit for theoretical and data driven models

Model p-value CFI RMSEA SRMR Model Fit
>.05 >0.95 <0.06 <0.08 <0.06 <0.08 Decision

Three-Factor
with Skin

✓ ✓ ✓ ✓ ✗ ✓ Good Fit

Three-Factor
without Skin

✓ ✓ ✓ ✓ ✓ ✓ Excellent Fit

Two-Factor
without Skin &
Headache

✓ ✓ ✓ ✓ ✗ ✓ Good Fit

This table compares the theoretically driven model of best fit (Three-Factor with Skin) with the two
models suggested by the data driven EFA (Three-Factor without Skin and the Two-Factor without
Skin & Headache)

removed, performed extremely well, outperforming the original three-factor model and

meeting the most conservative requirements (see Table 4.8).

4.6.5 Current study model of best fit

The model of best fit in the current study is a three-factor model with eight variables

loading onto three latent factors (Figure 4.10). The latent factor Headaches has one

variable loading onto it, Physical has five, and Affective has three. All latent constructs

are significantly correlated and share the following variances: Headaches and Physical

22%, Physical and Affective 32%, and Headaches and Affective 13%.
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Figure 4.10: Model of best fit in replication study

4.6.6 Comparison between replication and original models

For the variables under study, both the Kiesner et al. (2016) model and replication

model resulted in three separate but correlated headache, physical and affective latent

factors. Path diagrams for both are presented (Figure 4.10 above & Figure 4.11 below).

Table 4.9 shows the loadings and R-squared value for each model.

131



Figure 4.11: Model of best fit in Kiesner et al. (2016). The latent factor Headaches
has one variable loading onto it, Physical has five, and Affective has three. The model
also includes a correlated residual between cramps and mood swings, suggested by
modification indices to help improve the model. A measure of attribution was not
taken for the current study and so the factor and its variables were not included in the
replication.

In the current study, the latent constructs Affective and Headaches are signif-

icantly associated with a shared variance of 13%. Similar associations can be seen in

Kiesner et al. (2016). Physical and affective latent variables in the present study show

a higher percentage of shared variance than in the original study suggesting a stronger

relationship between the two than previous thought. The main difference between the

132



Table 4.9: Loadings and R2 for replication and original models

Replication Study Kiesner et al. (2016)

Latent factors Coefficients R2 Coefficients R2

Headaches - Physical .47 .22 .14 .02
Affective - Headaches .36 .13 .31 .10
Physical - Affective .56 .31 .47 .18
Variables
Headache .89 .79 .92 .85
Back/Joint .76 .58 .63 .40
GI .72 .52 .51 .26
Breast .56 .31 .75 .56
Cramps .66 .44 .73 .53
Mood Swings .78 .61 .78 .61
Anxiety .70 .49 .77 .59
Depression .87 .76 .76 .58

two models is the relationship between headaches and physical symptoms. There is a

significant shared variance in the replication model (22%), while in the original study

they are not correlated. This might suggest that the two constructs are not as indepen-

dent of each other as thought in the Kiesner et al. (2016) paper. The loading coefficients

for affective symptoms are higher than for physical symptoms, suggesting higher inter-

nal consistency between affective symptoms than between physical ones. This result

was also found in the original study.

Overall these findings support the conclusions in Kiesner et al. (2016) that

symptom changes are both linked (significantly correlated constructs) and distinct (mer-

iting different factor constructs and exhibiting different internal consistencies). Further

exploration and discussion of these findings can be found in Chapter 6.
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4.7 Chapter summary

This chapter explored physical and affective symptom change patterns in the context

of the menstrual cycle and compared them to those in Kiesner et al. (2016). Results

confirmed menstrual cyclicity for all variables as well as variation in the strength and

direction of symptom cyclicity across individuals. Factor structures indicated distinct

but significantly correlated headache, affective and physical constructs. Chapter 5 looks

at changes in menstrual metacognitive abilities. Focus is on cyclicity patterns, varia-

tions between and within individuals and the concurrency of metacognitive changes

with physical and affective symptoms.
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Chapter 5

Results II

Changes in Cognitive Ability



5.1 Chapter Outline

The present study focuses on metacognitive changes in relation to menstrual hormone

fluctuations. Specifically, the aim is to determine whether changes are cyclical with

respect to the menstrual cycle, the extent of individual differences in ability changes,

and to examine the covariance of cognitive ability changes, both among themselves

and in relation to other symptoms. The findings presented in this chapter provide in-

sight into metacognitive change patterns in terms of magnitude and direction and the

importance of individual differences as compared to average levels of change. Further,

findings demonstrate symptom groupings providing valuable insight into the causal

mechanisms that connect them.

This chapter focuses on presenting the findings related to cognitive ability

changes. The results concerning participant demographics, particularly their menstrual

characteristics, recruitment, and response patterns, are discussed in the previous chapter

(see section 4.2). In section 5.2, an exploratory analysis of the 15 self-assessed cog-

nitive ability (SACA) variables and their derived variables is conducted. The results

for cosine regressions and multilevel modelling are presented in sections 5.3 and 5.4,

respectively. Section 5.5. demonstrates structural equation modelling (SEM) results for

cognition while section 5.6 presents SEM results for cognitive, physical and affective

symptom changes. All reporting procedures are based on the guidelines provided by

well-established works: Jackson et al. (2009) for CFA, Costello & Osborne (2005) for

EFA and McDonald et al. (2002) for SEM. The following convention will be applied

throughout: variables are italicized, and latent constructs are capitalised.
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5.2 Exploratory Data Analysis

A total of 15 SACAs were studied. All items were linked to one of the following

constructs: GCA (General Cognitive Ability), Attention, Memory, Decisions and Lan-

guage with each construct variable being the averaged result of three questions. Scoring

was carried out on a 1-100 Visual Analog Scale, with participants scoring 50 if they felt

the same as usual, above 50 if they felt better than usual and below if they felt worse.

Figure 5.1: Score-time plot for all 15 SACAs. The shaded bands show the confidence
intervals (to within one SD) of the score means.

Figure 5.1 shows the SACA scores averaged across individuals as a function

of time. As described in section 3.4.1 the time variable t is the binned ratio of each

participant’s cycle length. The SACA variables show clear cyclicity with relation to

the menstrual cycle. All items show an M-shaped trajectory, which in this case is

indicative of a reported reduction in ability towards the beginning of the cycle and

reported improvement mid-cycle. Note that although the same perimenstrual symptom
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worsening was observed for physical and affective symptoms, these demonstrated a

W-shaped trajectory reflective of their positive valence. Overall, all variables show a

similar time profile, peaking rapidly after cycle onset, followed by a gradual decline and

a sudden drop before the next cycle onset, where the pattern repeats with the lowest

point reached precisely on the first day of the cycle. All time profiles are somewhat

noisy.

Figure 5.2 is a collapsed version of Figure 5.1, showing derived variables in-

stead of individual items, allowing for easy interpretation. Each derived variable is the

averaged result of three questions. Among the derived variables, Memory and GCA

have the highest and lowest time profiles, respectively. As with physical and affective

symptoms, the amplitudes of SACAs get smaller with each cycle. At the beginning of

Figure 5.2: Score-time plot for the five derived variables. The shaded bands show
the confidence intervals (to within one SD) of the score means.
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the first cycle, all fives variables score below 50. At the end of the first cycle, only

three of them score below 50, and at the end of the second cycle, none of them do. The

underived items exhibit a similar phenomenon.

When analysing a variable that is expected to be cyclical, it is important to

consider not only the pattern of the variable over time (Figures 5.1 & 5.2) but also the

distribution of the variable's values. Figure 5.3 presents distributions for each variable.

Data points are collapsed across all individuals and across both cycles. In the box plot,

the red bar indicates the mean, the grey bar the median and the green rectangles extend

over the interquartile range (25th – 75th percentile) with whiskers showing the 5th and

95th percentiles.

The first point of note is that item scores appear to be positively mean-biased

as seen by the means and interquartile ranges which are above 50. The majority are

also positively skewed since they have a higher mean than median. The second point

of interest is the profile similarities between variables, with scores clustered around the

50 mark as indicated by the medians. Furthermore, the majority of variables appear

to have a similar spread as seen by the interquartile ranges and whiskers. This can

possibly suggest that subjects showed low discrimination between abilities. The only

variables that appear to be non-biased are Concentration and Cognitive Control with

the 50th percentile at 50. They show symmetrical distribution since their mean and

median fall in the same place.

Profile similarity is reinforced by Figure 5.4, which shows the box plot for the

derived variables instead of the individual question items. All variables are positively

skewed, with similar medians and spread profiles.
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Figure 5.3: Box plot for all 15 Self-Assessed Cognitive Abilities. The red bar in-
dicates the mean, the grey bar the median, and the green rectangles extend over the
interquartile range (25th – 75th percentile) with whiskers showing the 5th and 95th
percentiles.

Figure 5.4: Box plot for the 5 derived Self-Assessed Cognitive Ability variables. The
red bar indicates the mean, the grey bar the median, and the green rectangles extend
over the interquartile range (25th – 75th percentile) with whiskers showing the 5th
and 95th percentiles.
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5.3 Cosine Regressions

The distribution of cosine amplitudes for SACAs is presented in Figure 5.5. The rect-

angles within the violin plots show the interquartile range (25th–75th percentile), the

red line denotes the mean, and the grey line the median. Whiskers show the 5th–95th

percentile range.

Figure 5.5: Distribution of cosine amplitudes for all 15 Self-Assessed Cogni-
tive Abilities. The rectangles within the violin plots show the interquartile range
(25th–75th percentile), the red line denotes the mean, and the grey line the median.
Whiskers show the 5th–95th percentile range under both images.

Approximately 75% of the cosine amplitudes are negative (M-shaped cosine

functions) suggesting a perimenstrual decrease in reported abilities. 25% show the
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Figure 5.6: Distribution of cosine amplitudes for the 5 derived Self-Assessed Cog-
nitive Ability variables. The rectangles within the violin plots show the interquartile
range (25th–75th percentile), the red line denotes the mean, and the grey line the
median. Whiskers show the 5th–95th percentile range under both images.

opposite cyclical change (W-shaped). Note that this pattern is also seen with physical

and affective symptoms, but that the trajectory is reversed due to the reverse-scoring

system. All means lie below the medians, showing that the distributions are negatively

skewed (there are more outliers with a pronounced M-shape than a W-shape). Although

in the box plots Concentration and Cognitive Control demonstrated different profiles to

the other symptoms, this is not reflected in their cosine amplitudes.

Figure 5.6 shows the cosine amplitude distributions for the derived variables.

Decisions has the narrowest distribution (i.e., the smallest interquartile range) and At-

tention has the widest distribution. Again, all means lie below the medians, meaning

that the distributions are negatively skewed. Moreover, all inter-quartiles ranges lie be-

low the axis (i.e., approximately 75% of subject-symptoms have negative, or M-shaped,

cosine functions). All 5 variables have a similar distribution.

Figure 5.7 shows the correlations for physical, affective and cognitive cosine

amplitudes. Derived variables are used here instead of the 15 individual items for easy
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Figure 5.7: Correlation heat map of physical, affective and cognitive cosine ampli-
tudes

comparison with the other symptom changes.

Within cluster, derived cognitive variables show the highest shared variance

(ranging from 67%-72%), followed by affective symptoms (23%-43%). As seen in

the previous chapter, physical symptoms show weak to negligible correlations amongst

themselves, excluding a few exceptions like Cramps and GI (28% shared variance). Of

particular interest are the moderate correlations between affective and cognitive symp-

toms all of which fall in the range of 22%-31% shared variance. Physical coefficients

as a whole, correlate weakly with affective or cognitive symptoms. An exception is the

GI coefficient, which shares 16% of the variance with Language and 21% with Mood
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Swings.

Pairwise correlations for the 15 individual SACAs show ranges of 31%-74%

shared variance between items. As expected, items show higher shared variance within

group since they are tapping into the same construct. A clear example is Decisiveness,

Good Decisions and Decision Confidence (67%-72%). Not surprisingly, items which

fall under the GCA construct like Think Clearly and Cognitive Control show strong

correlations with a number of variables from other constructs. Interestingly, however,

Creativity, although classified as a GCA, is the item least correlated with any other

SACA (31%-53%). It also correlates negligibly with physical and affective symptoms.
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5.4 Multilevel Analyses

5.4.1 Overview

Multilevel analyses were run on three different models, each one building on the next,

to confirm whether fitting a more complex model results in a better explanation of the

random variance. All multilevel analyses were conducted using the Stata GLLAMM

(Generalized Linear Latent and Mixed Models) program with adaptive quadrature.

5.4.2 Findings

The 1st level model looked at between-participants mean differences, including the

intercept as random effect. All fifteen variables had mean differences that were signif-

icantly different than zero, as suggested by the exclusion of zero from the 95% CI and

confirmed by the Likelihood -ratio test (p<0.001). Intraclass Correlation Coefficients

(ICC) are shown, in order of increasing magnitude, in table 5.1 below. The ICCs show

the proportion of variance attributed to mean-level differences between participants.

The higher the ICC (Spatial memory, Multitasking and Semantic Memory), the more

stable the variable is within-person. The lower the ICC (Concentration and Cognitive

Control), the more variance attributed to variations between within-individual replica-

tions.

The 2nd level analysis included the intercept as a random effect as well as the

fixed effect of cosine. All variables showed significant fixed effects indicating that

introducing cyclicity improves the model. Table 5.1 shows the fixed effects for all 15

variables. Results do not show a wide range of variability in fixed effects: lowest is
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Table 5.1: ICCs (model 1), fixed (model 2) and random (model 3) effects for each of the 15
Self-Assessed Cognitive Ability variables

Ability ICC % Var Fixed % Var Random
Concentration 0.16 0.8 3.2
Cognitive Control 0.19 1.1 3.5
Speaking 0.20 0.8 3.2
Attention to Present 0.21 1.0 4.3
Decision Confidence 0.21 0.4 3.0
Comprehension 0.22 0.9 3.4
Think Clearly 0.22 1.2 4.5
Decisiveness 0.22 0.4 3.2
Learnability 0.23 0.8 3.4
Good Decisions 0.23 0.4 3.8
Writing 0.24 0.7 3.9
Creativity 0.27 0.4 2.2
Semantic Memory 0.30 0.7 3.7
Multitasking 0.30 0.9 4.0
Spatial Memory 0.31 0.6 3.7
ICCs show the proportion of variance attributed to mean-level differences between participants, with
higher scores indicating higher between-subject variability as opposed to within-person variability.
The effect size quantifies the proportion of within-person variance explainable by the particular
model. Model 1 had a random intercept and does not account for slope. All variables had mean
differences that were significantly different than zero (p<0.001). Model 2 had a fixed slope and a
random intercept. All variables showed significant fixed effects (p<0.001) indicating that introduc-
ing cyclicity improved the model. Model 3 had a random slope and a random intercept. All variables
showed significant random effects (p<0.001) indicating that accounting for individual differences
improved the model.
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0.4% for Creativity, Good Decisions, Decision Confidence, Decisiveness and highest is

1.2% for Think Clearly.

In the 3rd level, the analysis was run with both the intercept and slope as random

factors. All variables showed significant random effects (exclusion of zero from the

95% CI). Table 5.1 shows the random effects for all 15 variables. Results range from

2.2% (Creativity) up to 4.5% (Think Clearly). The more complex model, with random

individual-specific cosine amplitudes, explains approximately four times the variance

that the 2nd level model does.

Table 5.2 presents the ICCs, fixed and random effects for each of the five de-

rived variables. Working with derived variables, rather than all 15 question items,

makes it easier to compare cognitive changes with physical and affective symptom

ones. For the ICCs all five variables had mean level differences that were significantly

different than zero. Apart from Memory which had the highest ICC (0.36), the rest

showed similar proportions of variance. Physical and affective ICCs (see Table 4.1 in

Chapter 4) showed more variation (range of 0.2–0.44) than cognitive ones (0.26–0.36).

All five derived variables showed significant fixed effects, endorsing a more

complex model. While the effect sizes for physical variables differed dramatically,

ranging from 1% to the much higher 14.5% (refer to Table 4.2), effect sizes were very

similar for cognitive variables, with the exception of Decision Making, which was lower

than the rest (0.6%). Cognitive fixed effect sizes are more in line with affective symp-

toms, which were also on the lower end (ranging from 1.6% to 3.9%).

A similar trend is seen with the random effects. Effect sizes for cognitive

variables do not show much variability (4.5%-5.5%). They are in the same range as

affective symptoms (3.8%-6.6%). Physical symptom effect sizes, on the other hand,
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Table 5.2: ICCs (model 1), fixed (model 2) and random (model 3) effects for each of the 5
derived variables

Ability ICC % Var Fixed % Var Random
Attention 0.26 1.3 5.4
GCA 0.27 1.3 4.9
Language 0.27 1.2 4.9
Decision Making 0.28 0.6 4.5
Memory 0.36 1.1 5.5
ICCs show the proportion of variance attributed to mean-level differences between participants, with
higher scores indicating higher between-subject variability as opposed to within-person variability.
The effect size quantifies the proportion of within-person variance explainable by the particular
model. Model 1 had a random intercept and does not account for slope. All variables had mean
differences that were significantly different than zero (p<0.001). Model 2 had a fixed slope and a
random intercept. All variables showed significant fixed effects (p<0.001) indicating that introduc-
ing cyclicity improved the model. Model 3 had a random slope and a random intercept. All variables
showed significant random effects (p<0.001) indicating that accounting for individual differences
improved the model.

varied from 2.8% to the much higher 24.1% (refer to Table 4.2). Random effects were

significant for all variables, indicating once again the importance of considering indi-

vidual differences when looking at menstrual cycle effects. For the derived cognitive

variables, the random model explains approximately four times the variance that the

fixed model does. This increase is similar to that shown by affective symptoms (see Ta-

ble 4.2). Physical symptoms, on the other hand, had random effect sizes approximately

double those of the fixed (see Table 4.2).
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5.5 Structural Equation Modelling I: Cognition

5.5.1 Overview

The objective of this analysis is to identify the model of best fit for self-assessed cogni-

tion as tested using the metacognitive evaluation measure DOME. By determining the

optimal model, the relationship between self-assessed cognitive abilities (SACAs) can

be observed. Because study interest is in menstrual change in abilities, analysis will be

carried out on the saved cosine amplitudes and not the raw scores. Since the question-

naire items have not been previously fitted onto a model, a data led EFA (exploratory

factor analysis) will be the starting point. The factor structure suggested by EFA will

then be tested using CFA (confirmatory factor analysis). It is hypothesized that the EFA

suggested model will be a five-factor correlated model because theory and preliminary

testing in Chapter 2 showed the different constructs of metacognition to be distinct yet

related. The predicted model is presented in Figure 5.8. Three questions are expected

to load onto each factor, according to which aspect of metacognition they pertain to.

5.5.2 EFA

For step one of finding a model of best fit, an EFA was carried out to see what model

configuration would be suggested based on the data. Analysis was carried out on the

saved cosine amplitudes and not the raw scores.

5.5.2.1 Assumption tests

The Doornik-Hansen test rejected normality (χ2 (30) =358.052, p<0.001), so Princi-

pal Axis Factoring was chosen as the factor extraction method instead of Maximum
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Figure 5.8: Predicted five-factor correlated model
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Likelihood. The following assumptions were met: a higher case to variable ratio than

the required minimum of 5:1 (8:1), a higher KMO than the required 0.6 (.956) and a

significant Bartlett’s test (χ2(105) = 2214.27, p<.001). The requirement of a determi-

nant greater than 0.00001 was not met (3.180E-9), so one should proceed with caution

as this suggests possible multicollinearity between variables. All communalities were

above .2 (minimum loading was 0.74).

5.5.2.2 EFA Findings

Using the Kaiser (K1) criterion a 1-factor solution was identified based on the eigen-

value greater than 1 rule. This first factor accounted for 76.3% of the total variance. A

rotated factor matrix could not be produced, since only one factor was extracted. The

scree plot (Figure 5.9) demonstrated an “elbow” at two components, also favoring a

one-factor solution. The model suggested by the EFA was therefore not a five-factor

model, but a one-factor solution with all 15 variables loading onto a single latent con-

struct.

Figure 5.9: Scree plot for all 15 SACAs
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5.5.3 CFA

For step two of finding a model of best fit, the one factor model suggested by EFA was

tested by CFA. Analysis was carried out on the saved cosine amplitudes and not the raw

scores.

5.5.3.1 Assumption tests

The multivariate normality assumption failed (χ2 (30)=358.052, p<0.001), and so the

more robust version of Maximum Likelihood with the Satorra-Bentler correction was

used.

5.5.3.2 CFA Findings

The EFA model tested was a data driven one-factor model with all 15 variables loading

onto one latent factor. Results presented in Table 5.3 and 5.4 show that the model per-

formed moderately well. In order to see whether a better model fit could be found the

initially predicted five-factor model with correlations among all five latent factors was

also tested. This model performed only moderately well and did not show improve-

ments over the one-factor model. This was surprising since theory had informed factor

and variable loading structure and a priori hypothesis had predicted this model fitting

well.

Table 5.3: Goodness of fit scores for five-factor and one-factor models

Model χ2 df p-value CFI AIC RMSEA SRMR
One-Factor 148.815 90 <0.001 0.954 7756 0.074 0.033
Five-Factor Correlated 115.301 80 0.006 0.972 7716 0.061 0.029

CFI = comparative fit index, AIC = Akaike's information criterion, RMSEA = root mean square
error of approximation, SRMR = standardized root means square residual
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Table 5.4: Assessing goodness of fit for five-factor and one-factor models

Model p-value CFI RMSEA SRMR Model Fit
>.05 >0.95 <0.06 <0.08 <0.06 <0.08 Decision

One-Factor ✗ ✓ ✗ ✓ ✓ ✓ Moderate Fit
Five-Factor
Correlated

✗ ✓ ✗ ✓ ✓ ✓ Moderate Fit

Model fit assessment based on how many fit index cut-off criteria are met. If the minimum threshold
for all tests is met, models are described as having a “good fit”, models with three out of four a
“moderate fit” and those with two or less “a poor fit”. Note: CFI = comparative fit index, RMSEA =
root mean square error of approximation, SRMR = standardized root means square

In the five-factor model all five factors showed a high level of reliability: At-

tention (α=.92), Decisions (α=.94), Memory (α=.92), Language (α=.91), and GCA

(α=.87). The one-factor model composed of 15 cognitive items also showed a high

level of reliability (α=.97).

5.5.4 Aggregating variables

The “moderate” models fit all tests except for the chi-square (Table 5.4), a test notori-

ously sensitive to sample size (Gatignon 2010; Singh et al., 2016). The most complex

model, the five-factor correlated (Image 5.8), had a case to free parameter ratio of

120:40, coming in at much lower than the accepted sample size of 5:1 minimum. In

these situations, Bagozzi and Edwards (1998) proposed reducing the number of path

coefficients by collapsing items within the same sub-scale in a technique known as

parceling. By aggregating two or more items through averaging, you are working with

composites of items instead of individuals, simplifying complex models while keeping

the structure intact (Rocha & Chelladurai, 2012). Collapsing the items also helps solve

the problem of multicollinearity seen in the EFA.

The three items making up each latent variable were collapsed, with their raw

scores averaged and a coefficient extracted for each of the newly derived variables:

153



Attention, Decisions, Memory, Language and GCA (General Cognitive Ability). The

model was therefore reduced from 15 items to 5. Pairwise coefficients show high shared

variance between all variables (lowest shared - 67%). An exploratory factor analysis

was carried out to determine whether all variables should load onto one latent factor or

more.

5.5.4.1 Aggregated variables EFA: Assumptions and findings

The Doornik-Hansen test rejected the null hypothesis of multivariate normality of the

data (χ2 (10)=101.730, p<0.001). Principle Axis Factoring was therefore chosen as a

factor extraction method in favour of Maximum Likelihood for this analysis. The case

to variable ratio was higher than the required 5:1 (24:1) and the determinant greater

than the required 0.00001 (0.006). The Kaiser-Meyer-Olkin test came in at .9 and

Bartlett’s was significant (χ2(10)=803.7, p=<0.001). The diagonals of the anti-image

correlation matrix were all above .5 and communalities all well over .2. Factor analysis

assumptions were marked as met.

Using the Kaiser (K1) criterion a 1-factor solution was identified based on

the “eigenvalue greater than 1 rule. This first factor accounted for 89.6% of the total

variance. A rotated factor matrix could not be produced since only one factor was

extracted.

The scree plot (Figure 5.10) demonstrated an “elbow” at two components,

hence also favouring a one-factor solution. The one-factor model composed of the

aggregated variables Attention, Decisions, GCA, Memory and Language showed a high

level of reliability (α=.97). PA was not carried out since both the Kaiser and scree plot

support the unidimensionality of the cognitive model.
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Figure 5.10: Aggregated variables scree plot

5.5.4.2 Aggregated variables CFA: Assumptions and findings

CFA was carried out on the one-factor set-up identified through EFA. The multivari-

ate normality assumption failed (χ2 (10)=101.730, p<0.001), and so the more robust

version of Maximum Likelihood with the Satorra-Bentler correction was used.

Fit indices for the model show that it fits the data well (χ2=7.813, df =5, p=

0.167; CFI=0.99; RMSEA=0.069; AIC=2384; SRMR=0.013). A comparison of this

model’s fit with previous models can be seen in Table 5.5.
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Table 5.5: Comparing goodness of fit for collapsed model with previous models

Model p-value CFI RMSEA SRMR Model Fit
>.05 >0.95 <0.06 <0.08 <0.06 <0.08 Decision

Five-Factor
Correlated

✗ ✓ ✗ ✓ ✓ ✓ Moderate Fit

One-Factor All
Items

✗ ✓ ✗ ✓ ✓ ✓ Moderate Fit

One-Factor
Derived

✓ ✓ ✗ ✓ ✓ ✓ Good Fit

5.5.5 Cognition model of best fit

The best fitting model is a collapsed model, with five variables loading onto one factor.

While the parceling of variables does remove the problem of multicollinearity, loadings

as seen in Figure 5.11 are higher than expected. Correlation coefficients between cog-

nitive variables are all above .9. In comparison, physical correlation coefficients range

from .56-.76, and affective ones from .70-.87 (see Figure 4.10). Plausible explanations

for such factor loadings among cognitive variables are given in the discussion.

Figure 5.11: Cognition model of best fit. Cognition is self-assessed.
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5.6 Structural Equation Modelling II: Cognition, Physical,

Affective

5.6.1 Outline

The next series of SEMs will model the underlying relationship between self-assessed

cognitive abilities and the other symptoms, physical and affective. Since no similar

model exists, the model configuration to be tested will be provided by an EFA. The

best fitting cognition model - a one-factor model - was established in the previous sec-

tion. Similarly, we have also modelled the relationship between physical, affective and

headache symptoms, where a three-factor model was confirmed in Chapter 4. Based

on this model as well as literature, one can hypothesise that symptoms will load onto

four distinct, yet related, latent factors. A correlated four-factor model made up of

the factors Physical, Affective, Headaches and Cognition will therefore be tested and

compared to the model suggested by the EFA, provided that they have different config-

urations.

5.6.2 EFA

For step one of finding a model of best fit, an EFA was carried out on all cognitive,

physical and affective variables to see what model configuration would be suggested

based on the data. As in the previous section, analysis was carried out on the saved

cosine amplitudes and not the raw scores.
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5.6.2.1 EFA assumptions

The Doornik-Hansen test rejected normality (χ2 (26) = 157.442, p<0.001) and so Prin-

cipal Axis Factoring was chosen as the factor extraction method instead of Maximum

Likelihood. The following assumptions were met: a higher case to variable ratio than

the required minimum of 5:1 (9:1), a higher KMO than the required 0.6 (.89) and a sig-

nificant Bartlett’s test (χ2 (78) = 1208.3, p<0.001). The requirement of a determinant

greater than 0.00001 was met (2.455E-5). All communalities were above .2 (minimum

loading was 0.302 for Headache), so no variables were removed from the analysis.

5.6.2.2 EFA Findings

Using the Kaiser (K1) criterion a two-factor model was suggested with the first factor

accounting for 48.5% of the variance and the second factor 16.4%; cumulative total of

64.9%. All other presented factors were discarded since they had eigenvalues below 1.

Varimax rotation was used to rotate loadings and make the readings clearer to interpret.

Items were sorted by size and those loading at lower than .5 were suppressed. The Ro-

tated Component Matrix (Table 5.6 below) shows all affective and cognitive variables

loading onto factor one and all physical variables and headache loading onto factor

two. The scree plot (Figure 5.12) also favored a two-factor solution, by demonstrating

an “elbow” at three components. PA was not carried out since the Eigenvalue and scree

plot tests were in agreement.
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Table 5.6: Rotated Component Matrix suggesting Two-Factor Model

Variable Component
1 2

Depressed .624
Anxiety .637
MoodSwings .565
GI .737
BackJoint .809
Cramps .727
Breast .613
Headache .545
Attention .916
Decisions .933
Memory .925
GCA .922
Language .921
Extraction Method: Principal Axis Factoring. Ro-
tation Method: Varimax. Loadings blank at <.5

Figure 5.12: Scree plot for cognitive, physical and affective changes
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5.6.3 CFA

The CFA model to be tested was a two-factor correlated model suggested by the EFA

with all affective and cognitive variables forming one construct and all physical and

headache symptoms forming another.

5.6.3.1 CFA assumptions

The Doornik-Hansen test rejected normality of the data (χ2 (26) = 157.442, p<0.001)

and so a Maximum Likelihood estimation method with robust standard errors was em-

ployed together with the Satorra-Bentler correction.

5.6.3.2 CFA findings

The EFA suggested two-factor model, did not fit the data well. Results are presented in

Table 5.7. As seen in Table 5.8 the criteria were met by none of the tests. Following this,

a second model was tested - the hypothesized, four-factor correlated model. This model

demonstrated a good fit, meeting all test criteria. The four-factor model composed of

three affective items (α=.82), four physical items (α=.70), five cognitive items (α=.97),

and one item for headaches shows a high level of reliability.

One could attempt further refinements to improve the model fit at this point

(aiming to meet the more stringent SRMR cut-off), but it is not advisable to arbitrarily

Table 5.7: Goodness of fit scores for the two-factor and four-factor models

Model χ2 df p-value CFI AIC RMSEA SRMR
Two-Factor Correlated 138.134 64 <0.001 0.913 2251 0.099 0.094
Four-Factor Correlated 76.177 60 0.078 0.981 2181 0.048 0.052

CFI = comparative fit index, AIC = Akaike's information criterion, RMSEA = root mean square
error of approximation, SRMR = standardized root means square residual
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Table 5.8: Assessing goodness of fit for two-factor and four-factor models

Model p-value CFI RMSEA SRMR Model Fit
>.05 >0.95 <0.06 <0.08 <0.06 <0.08 Decision

Two-Factor
Correlated

✗ ✗ ✗ ✗ ✗ ✗ Poor Fit

Four-Factor
Correlated

✓ ✓ ✓ ✓ ✗ ✓ Good Fit

increase model complexity. As with most complex models, the four-factor model al-

ready has a high number of free parameters (31). This brings the sample size to free

parameter ratio (3.8:1) below the suggested 5:1 (Bentler & Chou, 1987), which is not

ideal. It is important to remember, however, that this is a general rule of thumb. Recent

simulation research, suggests, in fact, that the N:q ratio is an oversimplification and

that size requirements depend on a number of factors including normality of the data,

model complexity, estimation methods used as well as loading magnitude (see reviews

by Hancock, 2013; Jackson, 2007; Lee, Cai, & MacCallum, 2012). Sideridis et al.,

(2014), as an example, found that a sample size of 50-70 would be enough for a model

of functional brain connectivity, provided that it involved at least four latent variables.

5.6.4 Model of best fit

A visual representation of the final model of best fit is presented in Figure 5.13.

When modelling the relationship between self-assessed cognition, and phys-

ical, affective and headache symptoms in the menstrual cycle, the best-fit model is a

four-factor model with correlations between all latent factors. Presented in order of

decreasing magnitude, latent constructs share the following variances: Cognition and

Affective 50%, Physical and Affective 32%, Headaches and Physical 22%, Physical and
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Cognition 14%, Headaches and Affective 13%, and Headaches and Cognition 3%. All

constructs are significantly correlated except for Headaches and Cognition (p=0.108).

As far as menstrual cycle symptom change is concerned, it is clear that symp-

toms are related. Of particular interest is the strong link between affective and metacog-

nitive changes, as well as the correlation between physical symptoms and headaches,

which was not significant in Kiesner et al. (2016). Despite this, symptoms still retain

an element of distinctiveness. This can be seen in the differing loading coefficients for

the different constructs, which are much higher for cognitive and affective symptoms

than for physical symptoms.
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Figure 5.13: Model of best fit for headaches, physical, affective and cognitive con-
structs. Cognition is self-assessed.
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5.7 Chapter summary

This chapter looked at metacognitive patterns in the context of the menstrual cycle;

specifically individual differences in manifestations and covariations in self-assessed

cognitive abilities. The majority of analyses were carried out on five main constructs of

cognition: Attention, Decision Making, Language, Memory and GCA as well as the fif-

teen lower-level items tapping into those constructs. Results demonstrated metacogni-

tive cyclicity, lack of variation between cognitive domains, and variation in the strength

and direction of change cyclicity across individuals. Metacognitive changes were ex-

amined against other menstrual complaints, with factor structures indicating distinct

but significantly correlated cognitive, headache, affective and physical constructs. The

results presented here will be discussed in further detail in the discussion (Chapter 6).
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Chapter 6

Discussion



6.1 Chapter Overview

The present work sought to investigate metacognitive fluctuations with respect to the

menstrual cycle in young, naturally-cycling women using daily self-assessments of

multiple cognitive abilities and analysed within and across individuals across multiple

menstrual cycles. Results confirmed the existence of metacognitive variations in time

with the menstrual cycle and revealed significant individual differences and covariation

between cognitive abilities and physical and affective symptoms. The scope of this

chapter is to analyse the findings presented in the previous two chapters in light of ex-

isting literature (Section 6.2). The outcome should be a comprehensive understanding

of the metacognitive profile in the context of the cycle, to bridge the current knowledge

gap in this unexplored domain. Insight is provided into menstrual metacognitive pat-

terns in terms of direction and magnitude, individual differences, biases, groupings with

other symptoms, specificity of modality, and possible underlying pathways. Replica-

bility is tested by comparing findings in the physical and affective domains with those

presented in Kiesner et al., (2016) where the same methodology was used. Section 6.3

lists the study’s limitations, and the implications of the findings are outlined in section

6.4. Concluding remarks are presented in the last part of the chapter in Section 6.5.
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6.2 Analysis of results

6.2.1 Metacognition oscillates in time to the menstrual cycle

The contention over whether the menstrual cycle has an effect on cognition has already

been dissected (see Chapter 2). Among inconsistent and contradictory results, the most

recent comprehensive reviews suggest no consistent association (Sundström-Poromma

& Gingnell, 2014; 2018). In the present study, metacognition shows clear cyclicity in

relation to the menstrual cycle. All reported abilities follow the same trajectory – a rapid

peak after cycle onset, followed by a gentle decline throughout the cycle, with a sudden

drop at the start of menstruation. At the beginning of the second cycle the slope rapidly

increases and repeats the pattern. This M-shaped trend signifies mid-cycle improve-

ment and perimenstrual decline in reported cognitive ability; a result demonstrated by

the overall negative amplitude coefficients showcased by all variables.

A link between metacognition and the menstrual cycle in the absence of a con-

clusive effect of the cycle on cognition (Sundström-Poromma & Gingnell, 2014; 2018)

proffers two important points. First, that metacognition may – at least to some de-

gree – operate separately from cognition. This has already been evidenced in other

populations; e.g., in cancer patients undergoing chemotherapy, where perceived cog-

nitive impairment is reported as a main symptom but objective cognitive performance

is not affected (Diane & Tallman, 2015; Rosa et al., 2021; Oerlemans et al., 2022).

The claim for a dissociation is substantiated by both neural and computation evidence

(Shimamura, 2000; Timmermans et al., 2012; Fleming et al., 2012; Vaccaro & Fleming,

2018). Secondly, the menstrual cycle’s impact on metacognition suggests that objective

cognitive testing alone may not provide a comprehensive understanding of the intricate

interplay between the menstrual cycle and cognitive processes. Metacognitive testing
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taps into dimensions that are inaccessible to cognitive tests such as personal beliefs,

attitudes, cultural taboos, social norms, and concurrent symptom effects – all which

shape how women experience and manage their menstrual cycle (Kowalski & Chap-

ple, 2000; Morgan & Rapkin, 2002, Marvan & Cortes-Iniestra, 2008; Feinberg, 2020).

Similarly, DSM-V listed PMDD symptoms such as ‘subjective difficulty in concentrat-

ing’ and ‘subjective sense of feeling out of control’ suggest the existence of factors that

extend beyond objective performance. In a world where objective testing is considered

the ‘ground truth’, it is imperative to recognise the complexity of processes like the

menstrual cycle, where controlled testing may have limited external validity and may

not be reflective of the real experience. This is especially important when considering

that findings have real life implications; such as informing policies like menstrual leave

and in education and awareness campaigns focused on reducing the stigma surrounding

menstruation.

6.2.2 Distinct but correlated

To elucidate the causal mechanisms underlying menstrual metacognitive ability, it is

necessary to examine symptom comorbidity with other physical and psychological

symptoms. Although the existence of concomitance alone may not establish causa-

tion, the lack of an association would certainly disconfirm it. Existing research has al-

ready established co-presence between metacognitive symptoms and physical, affective

and behavioural complaints when examining the factor structures of PMS and PMDD

(Teng et al., 2004; Wang et al., 2007). The present study, however, is the first to show

the covariation of metacognitive cyclical change with other symptoms, demonstrating

that symptoms do not simply covary across time, but are also synchronized with the

menstrual cycle.

Results show that cognitive, affective, physical and headache variables load
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onto four respective individual factors which correlate significantly between themselves

—indicating that the latent factors are distinct yet interrelated. Headaches and cognitive

changes are exceptions to this pattern as they did not exhibit a significant relationship

between their cyclicity, suggesting different causal pathways for the two. This is not

surprising, considering that menstrual headaches have consistently been shown to fol-

low distinct patterns to other menstrual symptoms as discussed in detail in section 6.2.7

below (Kiesner & Martin, 2013; Kiesner, 2016).

The correlation between physical and cognitive changes is weak, indicating

that they are somewhat related, but share only a small amount (14%) of their vari-

ance. On the other hand, affective and cognitive changes are highly correlated, with

50% of their variance being shared. The strength of this relationship is supported by

other results in the present study, including similar loading coefficients, similar within

symptom-type homogeneity (section 6.2.3) and similar intraindividual variance pat-

terns (section 6.2.5). Based on these findings it is therefore more likely that affective

and subjective cognitive changes share common causes (e.g., hormonal changes, socio-

cultural effects), whereas the relationship between physical and reported cognitive abil-

ities may be influenced by other factors.

6.2.3 Domain-general or domain-specific

Literature is divided as to whether metacognition is domain-general – where results on

one variable is a good indicator of results on another (Ais et al., 2016; Faivre et al.,

2018; McCurdy et al., 2013; Song et al., 2011) – or domain-specific, where metacog-

nitive processes are particular to a certain domain or area of knowledge and success in

one is not predictive of the other (Baird et al., 2013; Fitzgerald et al., 2017; Garfinkel

et al., 2016; Morales et al., 2018). A recurrent finding throughout this present study is
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the lack of heterogeneity in the magnitude and direction of change across the menstrual

cycle demonstrated by the different self-assessed cognitive profiles. This is seen in the

similar time-plot trajectories, raw score means and spread, and cosine amplitude scores

and distributions. The exceptions are Concentration and Cognitive Control, in that their

raw scores show a mean and median at the 50 mark as opposed to the other variables,

which all have means higher than 50. Their cosine amplitude profiles, however, match

the others’ – with all variables demonstrating both positive and negative coefficients

across individuals (both premenstrual and midcycle increases), suggestive of the same

type of cyclical change. As such, cognitive ability cosine amplitudes demonstrate high

correlation with 67-72% of the variance shared.

This low discrimination between cognitive changes hints at a shared metacog-

nitive process system for: general cognition, attention, memory, decision-making and

language, the constructs that were tested here. This conclusion is supported by SEM

findings where parcelled cognitive variables all loaded onto one factor, and factor load-

ings were high (upwards of .91). An argument can therefore be made for a shared etio-

logical pathway for menstrual cognitive complaints and improvements – biological or

otherwise. This is especially the case when one compares reported cognitive changes to

physical and affective symptoms which show a much higher rate of variability amongst

themselves (Kiesner et al., 2011; Kiesner et al., 2016).

It is important to stress that the findings in this study do not refute the possibil-

ity of domain-specific systems. For example, it is possible that domain-sharing occurs

across different types of cognition as long as one is judging self-competence (as was

tested here) but that a different system is utilized when judging others, or that the same

domain is accessed for all judgements of performance (as tested here) but that a differ-

ent one is employed for judgements of agency (David et al., 2012). Indeed, a number of
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authors believe in the co-existence of both domain-general and domain-specific systems

(Fleming et al., 2014; Morales et al., 2018; Valk et al., 2016; Fielder et al., 2019).

6.2.4 Metacognitive bias

When making metacognitive judgements, a positive metacognitive bias is the tendency

to give overly high confidence ratings to one’s performance (Fleming & Lau, 2014;

Charles et al., 2020; Dunn et al., 2021). The higher the overestimation of ability, the

lower the metacognitive sensitivity, i.e., the extent to which the judgement accurately

predicts task performance (Siedlecka et al., 2016). Findings from this study suggest

possible systematic metacognitive bias for reported menstrual cognitive abilities based

on a tendency to report high scores across almost all cognitive items. For the majority,

item score means and interquartile were positively mean biased (M = 52.65, SD = 1.2; t

(28) = 8.5, p<0.001) with an overall positive skewness indicated by a higher mean than

median. This means that users reported heightened cognitive ability, rather than the

expected neutral ability, on most days. The cause of the observed metacognitive bias

is unknown. One possibility is that people overestimate their cognitive abilities due to

a frame-of-reference shift where symptom free menstrual days appear better than they

actually are. A similar phenomenon is seen in patients who overestimate how healthy

they were pre-illness due to such response shift effects (Lindberg et al., 2017; Hinz et

al., 2021; Ham et al., 2020). Another possibility is fulfillment of pre-existing menstrual

beliefs. Attitudes, stereotypes and expectations have repeatedly been associated with

biases in retrospective reporting of menstrual abilities (Marvan & Cortes-Iniestra, 2001;

Kowalski & Chapple, 2000; Morgan & Rapkin, 2002; Feinberg, 2020).

Alternatively, one cannot discount effects external to metacognitive bias. For

example, positively skewed scores might be a result of careless response. Cognitive
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abilities were self-scored on a 100-point Visual Analogue Scale (VAS), with the an-

chors ‘Worse than usual’ and ‘Better than usual’ at the minima and maxima. The slider

starting point was at the middle of the scale. It is possible that users swiped right (to-

wards ‘Better than usual’) because it was more convenient. This is plausible when

considering that the majority of users submitted their data through mobile phones and

were likely right-handed. Participants also couldn’t progress unless the sliders were

moved, justifying deviation from the 50-point ‘Same as usual’ starting mark. Addition-

ally, the VAS, being a continuous scale, typically discourages systematic biases (e.g.,

end-aversion and social desirability bias) since it is harder to estimate which value is

expected on the scale continuum (Hasson & Arnetz, 2005; Klimek et al., 2017). This

is particularly the case when number markers are hidden, as in this study. With this

phenomenon however, one would expect to see the effect across all variables. With

Concentration and Cognitive control demonstrating means around the 50-point mark

and showing significant differences to all variables (χ2(14) = 762, p = <0.001), consis-

tent systematic bias due to carelessness becomes doubtful.

6.2.5 Individual variation

One of the long-standing issues in the field of menstrual research is the lack of deep

understanding of heterogeneity in symptom changes across the menstrual cycle. This

is due to the tendency of studies to overlook individual changes and instead focus on

average effects (reviewed in Sundstrom Poromaa and Gingnell, 2014, 2018; Schmalen-

berger et al., 2021). The neglect of individual differences can lead to an underestimation

of effect sizes and the acceptance of false null hypotheses, particularly when dealing

with small sample sizes. Because of this, not testing for individual differences has been

cited as the primary contributor to the conflicting and inconclusive results observed in

menstrual cycle research (Schmalenberger et al., 2021). One strength of the present
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study lies in its use of multilevel modelling to incorporate both average effects (fixed

effects) and individual differences in response to the cycle (random effects). Results

indicate that for all symptoms and abilities, there is a contribution of average effects by

the menstrual cycle, but a significant model improvement when factoring in individual

differences. For physical changes, the impact of individual differences in cyclicity is

approximately twice as large as the impact of average effects. The same improvement

is four-fold for cognitive and affective changes. These findings highlight just how het-

erogeneous menstrual symptom changes are, and align with research indicating differ-

ences in the timing, duration and intensity of menstrual symptoms experienced (Shoep

et al., 2019; Kiesner, 2011; Lustyk et al., 2008; Kiesner, 2017) as well as differences

in elicited treatment response (Halbreich et al., 2006; Halbreich, 2008; Freeman et al.,

2011). Possible contributors to individual variations include differences in: hormone

levels at the same point in the cycle (Sundstrom Poromaa & Gingnell, 2014), hormone

sensitivity – e.g., due to varying amounts of neurotransmitters and different genotype

(Kiesner, 2017; Jacobs & D’Esposito, 2011; Smith et al., 2014), metacognitive sensitiv-

ity (Fleming, 2014) and menstrual beliefs; the latter based on individual attitudes, past

experiences, and cultural factors (Brooks-Gunn & Ruble, 1986; Obermeyer & Sievert,

2007; Chrisler & Gorman, 2019). The results of this study demonstrate the exciting

potential for within-person individual variation in metacognition, highlighting the need

for further research to fully identify and understand these variations.

Findings also offer valuable insights into the potential relationships between

variables as determined by the degree of explained random variation. While these re-

lationships, and the possible explanations for them, have been discussed in detail in

other sections (see 6.2.2, 6.2.7), comments related to individual differences in these as-

sociations will be made here. Psychological symptoms and cognitive abilities share ex-

tremely similar variance patterns highlighting once again the possibility that the causal
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mechanisms of the two are linked to some extent. Both symptom groups show the

same level of improvement when factoring in within-person changes and a relatively

low fraction of variance attributable to both models when compared to physical symp-

toms (M=1.25±0.4; M=4.62±0.7 for fixed and random respectively). An exception is

mood swings whose variance pattern is more in line with physical than psychological

symptoms. Interestingly, headaches show the opposite pattern, aligning more strongly

with psychological than physical symptoms in terms of individual variation. Litera-

ture shows that physical symptoms (specifically abdominal cramps) are in fact more

strongly associated with mood swings than with other affective symptoms (Kiesner

et al., 2016) and headaches correlate more with depression/anxiety symptoms than

with physical symptoms, even when different headache patterns (mid-cycle vs. per-

imenstrual) are displayed (Kiesner, 2016; Kiesner & Martin). This relationship can

be attributed to the temporal nature of these symptoms. Mood swings are transient

and fleeting, making them more similar to some physical symptoms like cramps than

to psychological symptoms like depressed affect. On the other hand, the link between

headaches and anxiety/depressed symptoms may be due to their relative stability across

hours or days.

6.2.6 Underlying pathways

Although the current research is not enough to determine the causal mechanisms under-

lying metacognition and the menstrual cycle, findings indicate a number of plausible

pathways that warrant further investigation.

6.2.6.1 Direct hormonal influence

The first possibility is a direct effect of steroids. Results demonstrating mid-cycle im-

provement and pre-menstrual worsening in ability show a similar trajectory to estro-
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gen fluctuations from menstruation to ovulation. Metacognition sensitivity to gonadal

steroids is well established (Hauser et al., 2017; Livermore et al., 2021).

6.2.6.2 Metacognitive beliefs

Alternatively, the present study’s result of perimenstrual worsening could be a reflec-

tion of the generally negative, global and personal, attitudes and beliefs surrounding

menstruation (Delaney et al., 1976; Sommer, 1992). In their Self-Regulatory Execu-

tive Function model, Wells & Matthews (2009) hypothesise that distorted external be-

liefs are internalised as destructive metacognitions (self-beliefs) which are perpetrated

through maladaptive cognitive coping practices such as hyper-vigilance and rumination

and which in turn have an effect on the perception of menstrual symptom presence and

severity. Evidence supports the role of metacognitive beliefs in menstrual conditions,

including premenstrual increases in self-focused attention and rumination (Oxley, 1998;

Craner et al., 2016; Li et al., 2020) and the efficacy of cognitive therapy in treating PMS

and PMDD. (Lustyk et al. 2009; Kleinstäuber et al., 2012; Kancheva et al., 2021). The

current study suggests that future research should directly assess metacognitive beliefs

and control for their potential influence.

6.2.6.3 Symptom mediation

Findings of cognitive changes co-varying with physical and affective symptom changes

provide support for symptom-mediated menstrual metacognitive routes. Of the physical

changes, the one that correlates most strongly with cognitive change is gastrointestinal

discomfort. This is not surprising, considering the intricate bi-directional interactions

within the gut-brain axis (reviewed in Martin et al., 2018). Gut tissue has been linked

to cognitive dysfunction through multiple pathophysiological mechanisms such as: the

direct activation of the vagus nerve through infection (Moreno-Valladares et al., 2022),
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inflammation via gut microbiota (Rundek et al., 2021), and through the production of

gut-derived neurotransmitters (Rea et al., 2016).

Cognitive and affective changes demonstrate a strong relationship (50% shared

variance). A large amount of literature in the field attests to the idea that at least some

portion of this shared variance is due to an affective mediating factor. Affective stres-

sors have been shown to alter the immune system via the production of proinflammatory

cytokines which cross the blood-brain barrier and interfere with high-level cognition

and metacognition (Peters et al., 2019; Kindler et al., 2020; Bourgognon, & Cavanagh,

2020; Muscat & Barrientos, 2021). Evidence of symptom mediation can be seen in

studies where subjective memory complaints (SMCs) are consistently related to anxi-

ety and depressive symptoms, but hardly any link is found between SMCs and objec-

tive cognition (Ford et al., 2004; Weber & Mapstone, 2009; Reid, 2006; Pullens et al.,

2010; Jansen, 2013; Kuba et al., 2019). It is also seen in studies where menstrual cogni-

tive effects in PMS/PMDD populations are notoriously inconclusive – except for when

studying tasks with a cognitive-emotional basis (reviewed in Le et al., 2020; Eggert et

al., 2017; Slyepchenko et al., 2017).

Going in the other direction, there is the possibility of an unexplored pathway

whereby metacognition mediates the effect of hormones on affective symptoms. The

metacognitive processing (monitoring and regulation) of both cognition and emotion

occurs in the same brain regions i.e., the amygdala, PFC, ACC and insula (Sacher et al.,

2013; Jonkman et al., 2021; Landin et al., 2019) and so a hormonal effect on metacog-

nitive emotion regulation may influence affective symptoms. Behavioral evidence has

shown that women who struggle with emotional regulation may experience more se-

vere menstrual symptoms, and that the interplay between sex hormones and emotion

regulation strategies can influence negative affect (Mahon et a., 2015; Manikandan et
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Figure 6.1: Metacognition as a mediating factor for affective symptoms.
Schematic diagram showcasing the potential role of metacognition as a fac-
tor mediating either direct hormonal influence or else a secondary biological
effect (e.g., inflammation) on affective symptoms. The pathway between affec-
tive symptoms and metacognition is posited as being bidirectional.

al., 2016; Graham et al., 2017). While this thesis does not directly test for this hy-

pothesis it does provide a foundation for future research by demonstrating two key

findings: 1) an influence of the menstrual cycle on metacognition and 2) an association

between cognitive and affective changes. Thus, metacognitive emotion regulation may

be an important factor to consider when studying emotional experiences and menstrual

symptoms in women, with this avenue being an opportune area for future investigation.

A schematic highlight both affective symptoms and metacognitive changes as mediat-

ing factors and the bidirectional pathway between them is presented in Figure 6.1.

Symptom-mediated pathways can also arise from the mere experience of a

symptom influencing others, as proposed by the physical distress model (Kiesner et

al., 2016; van Iersel et al., 2016). Physical pain/discomfort has been shown to affect
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mood and metacognitive judgments (Riva et al., 2011; Allen et al., 2016; Hauser et al.,

2017). Alternatively, psychological symptoms may possibly cause physical symptoms

to feel more intense (Kiesner, 2017). Evidence for the physical distress model could be

demonstrated via stronger correlations between psychological symptoms and physical

symptoms that cause the greatest physical discomfort (Kiesner & Pastor, 2010). Find-

ings from this study support this hypothesis, as the strongest associations with psycho-

logical variables are demonstrated by gastrointestinal discomfort and pain in the back

and joints, and the weakest is with skin, which arguably demonstrates less severe phys-

ical discomfort. However, no significant association was found between headaches and

cognition, casting doubt on the physical distress model as a cause of cognitive changes.

It is important to note that these findings are limited to the domain of metacognition

and do not necessarily reflect the complex interplay between physical and affective

symptoms in influencing each other psychologically.

Finally, reported changes in cognition may be due to behavioral and develop-

mental changes that are not directly determined by the menstrual cycle but are long-

term consequences of menstrual symptom stressors. Disrupted participation and en-

gagement in important developmental activities have been found to contribute to mal-

adaptive psychological adjustments and coping practices as well as destructive metacog-

nitions (Kiesner, 2017; Wells & Matthew, 2009). The effect of changes in lifestyle and

social engagement on the menstrual experience are well established (Phelan et al., 2020;

Robb et al., 2020; Lebar et al., 2022).

While the causal mechanisms discussed in this section are presented as sep-

arate entities, reality is likely much more complex. Outcomes are expected to be a

consequence of numerous cause-and-effect events, feedback loops, and interconnected

pathways that interact with one another in multiple directions.
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6.2.7 Replicability of findings

This present study replicated Kiesner et al.'s (2016) methodological design, specifically

examining whether findings from the original study regarding physical and affective

cyclical patterns could be reproduced in a sample from a different nationality. Results

show that a number of findings were successfully replicated.

In relation to cyclical patterns of symptoms, as in the original study, all physi-

cal and affective variables showed a general group tendency towards reduced symptoms

during the mid-cycle phase and increased symptom reporting during the pre-menstrual

phase. Despite this collective tendency however, the present study corroborates original

findings that 1) variations exist between symptoms in terms of magnitude and direction

and 2) that these symptoms can be grouped based on patterns of occurrence. Specif-

ically, in both studies Depressed, Anxiety and Headache have the highest percentages

of negative cosine amplitudes across individuals and Breast and Cramps have exclu-

sively positive amplitudes. This suggests that some symptoms peak only during the

perimenstrual phase, and some, like headaches and mood changes, demonstrate both

premenstrual and midcycle increases across participants. This finding is significant

because it suggests that these two types of symptoms may have different underlying

causes or mechanisms.

With regards to individual variation, the present study confirms the findings of

the primary research, which showed that individual differences in within-person cyclic-

ity account for around twice the amount of variance as compared to the average effects.

The effect sizes for both studies were similar and symptoms followed the same order

of magnitude in both studies with Anxiety on the low end of the spectrum and Breast

showing the highest effect sizes. These results reinforce the idea that there is con-

siderable variation among individuals in physical and affective symptom change, and
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highlight the need to factor in individual differences in cyclical patterns, rather than

solely relying on average levels.

Finally, the present study supports the correlated three-factor model in Kies-

ner et al. (2016), which contends that headaches, physical symptoms, and affective

symptoms are best represented as distinct but interrelated factors. Consistent with pre-

vious research, the present findings demonstrate that affective symptoms exhibit greater

internal consistency compared to physical symptoms, as reflected in their loading coef-

ficients. This may be attributed to the differential neurological underpinnings of these

symptom domains, with physical symptoms being rooted in diverse tissues and affec-

tive symptoms having a more limited neurological basis (Kiesner & Pastore, 2010).

Results underscore the validity of the framework proposed by Kiesner et al. (2016) and

provide further insights into the nature of physical and affective symptoms.

Some results were not reproduced in the current study. To begin with, the resid-

ual correlation between observed variables Cramps and Mood Swings, as suggested by

the modification indices in the original paper, did not improve the model, though an

acceptable fit was still produced. Rather, outside of the latent constructs, Mood Swings

tended to be most highly correlated with GI as discussed in section 6.2.5 above. While

the specific symptoms differ, the claim for a link based on symptom temporality still

holds. This paper proposes that in addition to menstrual cramps (van Iersel et al., 2016;

Kiesner et al., 2016), any physical symptom of acute and transitory nature can poten-

tially act as an explanatory model for mood swings.

Another replicability issue was the variable Skin, which did not successfully fit

the model, in contrast to data presented by Kiesner et al., (2016). Skin did not load onto

the three-factor solution and had to be removed as it did not correlate with any other

variable except Breast and Headache. There are several reasons that could explain
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why Skin might act differently to the other physical variables. Firstly, the effects of

the menstrual cycle on skin may be more complex and dynamic, for example causing

separate changes in oil production, hydration levels, and inflammation (Stoll et al.,

2001; Arora et al., 2010; Raghunath et al., 2015). Therefore, it is likely that skin shows

more between person variation, as demonstrated by the higher ICC values. Some people

may experience an increase in acne breakouts, while others may experience dryness,

oiliness, or sensitivity (Shah et al., 2001). Secondly, skin, like headaches, exhibits

small magnitudes compared to other symptoms and is more stable in terms of within-

cycle change (also supported by the high ICC values; see table 4.1). This is because

skin changes are not particular to the menstrual cycle and are highly influenced by

external factors (e.g., environmental stressors). Third and finally, like breast pain, skin

shows a different temporal profile to symptoms such as cramps, with a premenstrual

increase rather than perimenstrual increase, indicated by the time-plot (see figure 4.2).

More research is needed to determine whether skin would provide a better model fit if

loaded onto its own latent factor.

One other notable discrepancy between the current replication and the original

investigation was observed in the correlation between physical and affective symptoms.

Specifically, the current study revealed a stronger correlation between these symptom

domains, with a shared variance of 32%, compared to the original study's shared vari-

ance of 18%. This finding hints at a stronger underlying link between physical and

affective symptoms than previously hypothesized, potentially implicating shared phys-

iological or psychological mechanisms underlying these symptom domains.

Finally, the replication exhibits an association between headaches and physi-

cal symptoms, which was not found in the original study. This finding challenges the

primary assumption of independence between the two constructs and the claim of no
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shared pathways between them. What is clear in both studies is that headaches operate

differently from other physical symptoms. In the current research, when the headache

variable was tested as part of a two-factor model, loading onto the physical latent con-

struct, the model did not fit well. This suggests that although the constructs are cor-

related, the different symptom types are distinct and require separate latent constructs.

More research looking into the relationship between physical symptoms and headache

menstrual changes are needed.

Taken together findings support the original conclusion that individual differ-

ences exist in cyclical changes of various physical and emotional symptoms, and that

their associations depend on symptom specificity (Kiesner et al., 2016). The replica-

bility of the results strengthens the credibility and validity of the findings, decreasing

the likelihood of chance occurrence and increasing the confidence in their applicability

to other contexts. Care however, should still be taken with potential generalizability, as

discussed in detail in section 6.3.
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6.3 Limitations

This study made significant effort to uphold high standards in menstrual cycle research.

Measures taken included: accounting for intraindividual differences, measuring across

more than one cycle, collecting data daily rather than periodically, and having a large

sample size. A number of study limitations however still need to be acknowledged.

One constraint of this study pertains to the limited scope of data collection,

which only spanned over two menstrual cycles. This decision was driven by pragmatic

considerations to optimise participant retention. Although this duration is enough to

establish the presence or absence of menstrual cycle effects on metacognition, a longer-

term data collection scheme covering multiple cycles would allow for more statistically

rigorous intra-individual outcomes and would help mitigate the potential confounding

influence of random, non-cyclic effects. It is therefore recommended that future studies

aim to extend data collection beyond two menstrual cycles, if practicable.

Also driven by pragmatic considerations and real-world constrains, was the

decision to not incorporate any neurophysiological assessments (e.g., hormonal or in-

flammation measures). Although these would have helped verify cycle phases and

augment the understanding of underlying mechanisms, their use did not pay off against

researcher and participant burden and their omission did not compromise results. Like-

wise, measures of participants’ menstrual beliefs would have provided insight into pos-

sible underlying pathways related to sociocultural factors, but this was deemed beyond

the scope of the present research.

This study may be subject to sample bias, the direction of which is unclear.

Potentially, women with higher levels of symptoms may have been more inclined to
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participate, leading to an overestimation of the effect being studied. Conversely, un-

derrepresentation may result from exclusion criteria. Exclusions included pregnant and

breastfeeding women, menopausal women, and those using hormonal treatments. The

latter group is particularly important to consider, as those experiencing severe men-

strual symptoms, whether diagnosed or not, are often prescribed hormonal treatments

(Pearlstein & Steiner, 2012; Vannuccini et al., 2021). Excluding these women may

have resulted in an underestimation of the effect of symptoms. Further, given that only

female university students in their second or third year were recruited, there is likely

a selection bias that favors younger women, excluding other age groups who may be

more vulnerable to metacognitive deficits. Caution is therefore warranted in interpret-

ing the findings of this study, as they may not fully reflect the experiences of all women

with menstrual symptoms. More replication studies are needed to ensure that findings

can be generalized to the populations which were not represented in the current study.

Despite significant efforts made to reduce response bias (through question ran-

domization and thorough explanation), complete mitigation of such factors was not

achieved. All metacognitive, physical, and affective symptoms and abilities exhibited

a similar phenomenon whereby their amplitudes decreased during the second cycle.

This could possibly suggest either inflated attention to symptoms at the beginning of

the study levelling out in time or else study fatigue whereby participants’ responses be-

came less accurate and consistent over time. A visual inspection of the ability/symptom

average time-plots shows that change in time occurs consistently across both cycles and

is not random, suggesting that effect cannot be attributed solely to bias. Further, the

findings from this study demonstrate a strong replication of the correlations and indi-

vidual differences reported by Kiesner et al. (2016), thereby supporting the presence of

the hypothesised effect.

184



Finally, in this study, data was analyzed using cosine functions, which are

mathematically simple and well-suited for the task due to the cyclical nature of the

data. However, using a single fixed frequency to model the data with cosine waves may

oversimplify or exclude important information. This includes harmonics of symptom

values (e.g., variations at twice the menstrual cycle frequency), shifts in phase (e.g.,

symptoms that get worse before they get better during the cycle), or even periodic but

non-smooth variations (e.g., symptoms that occur at only specific points in the cycle).

Although visual inspection of individual subject trajectories suggested that symptom

harmonics and phase shifts were absent, periodic but non-smooth variations could not

be ruled out. In spite of this, the simplicity of the cosine model provides a good trade-

off for any lost information.
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6.4 Implications

6.4.1 Contributions to the field

The present thesis contributes to existing menstrual research in a number of ways.

Since the discovery of steroid hormone receptors in the brain (Pfaff, 1968; Eichen-

baum & Otto, 1992; Bixo et al., 1995), one of the main questions has always been

whether the menstrual cycle has an effect on cognition. Findings from this thesis con-

tribute to the debate by tackling metacognition—an area which has been mostly over-

looked. Metacognition is cognitive introspection (thinking about thinking), occurring

constantly and at a higher-level to most cognitive processes. The metacognitive pro-

cesses of monitoring and regulation are highly vulnerable to influences such as global

and individual beliefs, metacognitive biases, mood, and lack of self-awareness (Wells

& Simons, 2009; Spada et al., 2010; David, 2012; Szczepanik et al., 2021) while also

being susceptible to hormonal influences (Barrau-Sastre et al., 2022; Graham et al.,

2018; Hodgetts et al., 2015; Kara et al., 2022). This makes metacognition more re-

flective of the complex dynamics of the menstrual cycle than standardized cognitive

tests. By demonstrating an effect of the menstrual cycle on metacognition, findings

from the present thesis contribute to the discussion in two ways. Firstly, evidence for

an effect of the cycle on metacognition, in the absence of a conclusive one for objective

cognition (Sundström-Poromma & Gingnell, 2014; 2018) provides support for claims

that metacognition operates independently from cognition to some extent (Shimamura,

2000; Timmermans et al., 2012; Fleming et al., 2012; Vaccaro & Fleming, 2018). This

suggests that the effects of metacognition on cognitive processes should be studied sep-

arately. Secondly results indicate that objective testing on its own may not fully capture

the complexity of the menstrual cycle; which goes beyond biological and physiological
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aspects and is subject to social, cultural and personal factors that vary across individ-

uals and populations (Sommer, 1992; Roberts, 2004; Karlsson et al., 2014; Blake et

al., 2022). Studies that do not account for these dimensions (most research in the field)

have limited external validity and are likely not reflective of and cannot comment on

real-life experiences. This might shed light on why menstrual cognitive studies are so

notoriously inconclusive and contradictory (Souza et al., 2012; Sundström-Poromma

& Gingnell, 2014; 2018; Le et al., 2020).

Findings also make a valuable contribution to the literature by providing a

clearer understanding of menstrual metacognitive patterns in young, naturally-cycling

women. This is especially significant since this is the first time menstrual metacognitive

change has been systematically documented. Clear insight is provided into menstrual

metacognitive patterns in terms of direction and magnitude. The current research pro-

vides evidence that metacognition is not specific to certain domains, but rather a more

general ability that applies to various cognitive processes. Several studies have shown

that metacognition seems to operate similarly across different areas of thinking such as

attention, memory, and decision-making (Ais et al., 2016; Faivre et al., 2018; McCurdy

et al., 2013; Song et al., 2011). This implies that metacognition is not highly selective

and can be applied to different domains with good predictive power. Findings also sug-

gest potential systemic metacognitive bias for reported abilities. Although this thesis

attributes the bias to a fulfillment of pre-existing menstrual beliefs (Marvan & Cortes-

Iniestra, 2001; Morgan & Rapkin, 2002; Feinberg, 2020) or a frame-of-reference shift

(Lindberg et al., 2017; Hinz et al., 2021; Ham et al., 2020), further research is necessary

to explore this phenomenon in greater depth.

The results of this study demonstrate how individual variations in cyclical

change are consistently significant and hold greater importance than average levels of
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change. Failure to account for individual differences can lead to assumptions of ho-

mogeneity in group studies that when violated, result in the underestimation of effect

sizes and the acceptance of false null hypotheses. This is especially the case if sensitive

populations (e.g., subjects with PMS, PMDD etc.) are not previously identified and the

sample sizes are small. Schmalenberger et al., (2021), cite lack of accountability for

individual differences as the single biggest contributor towards conflicting and incon-

clusive results in menstrual cycle research. There is need for further research to fully

identify and understand these differences in metacognitive changes.

This thesis also makes a direct contribution to the current discussion regard-

ing underlying menstrual mechanisms. Headaches and cognitive changes are not sig-

nificantly linked suggesting different underlying pathways. Affective and cognitive

changes share a high percentage of variance – a relationship long supported by past

literature (Ford et al., 2004; Weber & Mapstone, 2009; Reid, 2006; Eggert et al., 2017;

Slyepchenko et al., 2017; Le et al., 2020) – suggesting possible similar underlying

causes. Results from this study provide support for both somatic effects (such as hor-

monal fluctuations), and cognitive factors (such as beliefs and expectations surrounding

the menstrual cycle) as possible underlying causes (see section 6.2.6). Finally, physi-

cal symptoms and cognitive changes are only mildly correlated suggesting a relation-

ship influenced by other factors. Co-variation evidence further provides support for

symptom-mediated pathways. In particular, gastrointestinal discomfort correlates with

cognitive change, in line with literature linking the two via multiple pathophysiologi-

cal mechanisms (Moreno-Valladares et al., 2022; Rundek et al., 2021; Rea et al., 2016).

Affective stressors may alter the immune system through increased production of circu-

lating proinflammatory cytokines (Dias et al., 2022) which cross the blood-brain barrier

(Stenfors et al., 2017) and disrupt high level cognition and metacognition (Peters et al.,

2019; Kindler et al., 2020; Bourgognon, & Cavanagh, 2020; Muscat & Barrientos,

188



2021).

Although not directly tested in this thesis, this study offers a basis for inves-

tigation into an unexplored pathway in which metacognition plays a role in mediating

a hormonal effect on affective symptoms. This claim is supported by two noteworthy

findings uncovered in the research: the influence of the menstrual cycle on metacogni-

tion, and a correlation between cognitive alterations and affective changes. This path-

way is possible since the same brain regions (such as amygdala, PFC, ACC, and insula)

process both cognitive and emotional metacognitive monitoring and regulation (Sacher

et al., 2013; Jonkman et al., 2021; Landin et al., 2019). Emotional metacognitive

regulation sensitivity to hormonal changes can therefore result in affective symptom

changes. This hypothesis is supported by evidence from behavioral studies (Mahon et

al., 2015; Manikandan et al., 2016; Graham et al., 2017).

Finally, findings from this thesis serve as a confirmation and validation of pre-

vious studies (Kiesner et al., 2016). Results confirm a group tendency towards peri-

menstrual increase for all physical and affective symptoms as well as within-individual

changes in magnitude and direction across symptom changes and across individuals.

The replication of results highlights the robustness of the research findings and in-

creases confidence in the validity of the results. Furthermore, by focusing on the Mal-

tese context, the present study affirms that findings can be generalized to other popula-

tions. Results which were not replicated encourage revision or expansion of previous

hypotheses. Specifically, this study challenges earlier studies that found no link be-

tween headaches and physical symptoms (Kiesner, 2016) and also suggests a stronger

underlying link between physical and affective symptoms than was previously found.
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6.4.2 Clinical implications

The results of this thesis have potential clinical implications, particularly in relation to

the diagnosis and treatment of menstrual disorders.

Currently, the classification of menstrual conditions is based on symptom pres-

ence with very little understanding of underlying causes. Knowing condition etiol-

ogy and causal factors provides a more accurate and specific classification that allows

targeted treatment. In the case of PMDD, metacognitive symptoms such as ”subjec-

tive sense of being overwhelmed”, “feeling out of control”, and ”subjective difficulty

concentrating or focusing” are currently placed in a group of ‘behaviour’ symptoms

based on symptom presence. Behaviour symptoms are considered non-essential acces-

sory PMDD symptoms and their presence is not required for diagnosis (DSM-5; APA,

2013). Recent studies have suggested that metacognitive symptoms should be viewed

as main symptoms of PMDD on the grounds that they load onto the same factor as

affective and physical symptoms, which suggests common underlying pathways for all

symptoms (Teng et al., 2004; Wang et al., 2007). The present study supports this by

providing evidence of symptom associations between cognitive, affective, and physical

changes. Headaches and cognitive ability changes demonstrated no significant associ-

ation, suggesting no common underlying mechanism and possibly distinct etiological

pathways in menstrual conditions.

Acknowledging symptom heterogeneity can also enhance differential diagno-

sis and foster targeted treatment. For example, PMDD is often thought of as a singular

disorder with one pathophysiology. However, recent findings of heterogeneity within

the population have raised the question of possible distinct subtypes of PMDD (Pearl-

stein et al., 2005; Halbreich, 2008; Eisenlohr-Moul et al., 2019). The present study as-

certains that individuals demonstrate differences in direction and magnitude for a range
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of symptoms. Given the current prescribing practices of women being given the same

hormonal treatment to manage menstrual conditions without consideration for individ-

ual symptoms (Makuch et al., 2013; Peterson et al., 2023), it is imperative to conduct

further research to comprehensively characterise and comprehend the inter-individual

variations in these symptoms (Pearlstein & Steiner, 2008).

Another potential clinical implication is the application of the Daily Online

Metacognitive Evaluation (DOME) questionnaire to other domains of research. Signif-

icant effort was dedicated to the development of DOME, in order to satisfy a gap in the

field for a questionnaire which can measure daily self-assessed cognitive ability, i.e.,

metacognition. There is, to the author’s knowledge, no existing tool that can measure

daily self-assessed metacognitive knowledge across a number of domains while also

focusing on abilities rather than deficits. Results from preliminary pilot testing attest to

DOME’s validity and reliability as a metacognitive measure, as well as its sensitivity to

metacognitive change. Validation results based on the current study (comprised of 120

participants over a period of 60 days) will be reported in future research. Outside of the

menstrual cycle, this tool would be well applied to areas where a discrepancy exists be-

tween clinical neuropsychological evaluations and subjective reports of cognitive func-

tion such as: bipolar disorder, major depressive disorder, epilepsy, fibromyalgia and

cancer (Torrent, 2012; Srisurapanont, 2015; Rodin, 2012; Demant et al., 2015; Srisura-

panont et al., 2017; Samarasekera et al., 2015). To this end, DOME may be employed to

monitor metacognitive experiences in patients or to compare metacognition in patients

as opposed to healthy populations. For example, DOME can be utilized in significant

areas examining the potential of subjective cognitive impairments as biomarkers for

diseases like Alzheimers (Lin et al., 2019; Jessen et al., 2020; Rabin et al., 2017).
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6.4.3 Social policy

Findings from this study show that metacognitive ability fluctuates in time with the

menstrual cycle, with a decrease in ability reported during the premenstrual phase.

While more research is needed to fully understand the relationship between metacog-

nition and the menstrual cycle, these findings could potentially inform social policy

such as menstrual leave. Menstrual leave allows women to take time off work without

having to use sick days or vacation time, which can be a significant benefit for those

who experience regular menstrual disruptions. Statistics show that PMS symptoms af-

fect approximately 75% of the female population, and in 20% of cases interferences

are severe (Rapkin & Winer, 2004; Kiesner, 2009; Houston et al., 2006). In terms

of metacognition, disruptions can include difficulty concentrating, a perpetual expe-

rience of brain cloudiness, and ineffective decision-making. In such cases, allowing

for menstrual leave may be a reasonable accommodation to ensure that individuals are

not penalized for temporary changes in metacognitive function. As of this year, 2023,

Spain has become the first European country to introduce this policy, joining Japan,

South Korea, Indonesia, and Taiwan (Le Monde, 2023; Politico, 2023). MPs in Malta

have called for a national discussion, with some Maltese companies adopting the mea-

sure (Times of Malta, 2023; Malta Independent, 2023). It is therefore fitting that this

study has focused on the Maltese population, aligning with the ongoing national debate

on menstrual leave policy. Opponents argue that rather than promoting gender equality,

menstrual leave reinforces gender stereotypes and can lead to discrimination against

women. Ultimately, the aim of menstrual leave policies is to offer assistance and pro-

tection to women who suffer from severe menstrual disruptions. Evidence from the

present study of the existence of individual differences in symptom severity, provides a

strong argument in favour of a social policy that protects the more vulnerable of these

women.
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In addition, awareness of changes in metacognition across the menstrual cycle

could also help organizations to better support female employees. For example, orga-

nizations may consider offering additional training or resources to help employees im-

prove their metacognitive abilities during the premenstrual phase, or adjust workloads

to account for potential changes in metacognitive ability. In the field of education and

public health, present study findings could help inform campaigns aimed at reducing

menstrual stigma through increased awareness and understanding of menstrual health.
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6.5 Chapter summary

Chapter 6 focused on analyzing results from the present study in the context of existing

literature. The aim was to convey novel insights into the nature of metacognition in

the context of the menstrual cycle, an area not yet systematically explored. The chapter

examined menstrual metacognitive patterns in terms of direction, magnitude, biases and

modality as well as individual differences in within-person ability change. The potential

links to other menstrual symptoms and the possible underlying mechanisms joining

them together were also discussed. Finally, the chapter looked into the replicability

of findings, and discussed study limitations and implications. Concluding comments

based on the outcomes are made in the subsequent chapter (Chapter 7).
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Chapter 7

Conclusion



The aim of this thesis was to investigate the effects of the menstrual cycle on metacog-

nition in healthy, naturally-cycling women. The novel questionnaire DOME was de-

veloped to extract insights into the nature of metacognition in the context of the cycle

in terms of: magnitude and direction of change, individual differences in within-person

symptoms, and covariation with other menstrual symptoms.

This research is relevant because it addresses a gap in the field with regards

to the role of metacognition in the menstrual cycle. Metacognition is critical in this

context as it can possibly explain subjective cognitive impairments that are frequently

reported in the absence of conclusive objective cognitive performance changes (Moos,

1969; Farage et al., 2008; Souza et al., 2012; Sundström-Poromma & Gingnell, 2014;

2018). Metacognition has been shown to play a role in other conditions where a disso-

ciation between objective and subjective measurement has been documented, including

cancer patients and fibromyalgia. However, its impact in the context of the menstrual

cycle remains unexplored (Hoven et al., 2019; Lenzo et al., 2020; Oerlemans et al.,

2022).

Novel findings show a clear effect of the menstrual cycle on metacognition as

evidenced by self-assessed cognitive changes that showed cyclical fluctuations corre-

sponding to different cycle days. All reported metacognitive abilities showed a peri-

menstrual decline and a mid-cycle improvement, suggestive of either a hormonal (pos-

sibly estrogen) effect (Walker, 1997; Reed & Carr, 2015) or an influence stemming

from negative menstrual beliefs (Oxley, 1998; Craner et al., 2016; Li et al., 2020).

More research is needed to differentiate between the two possible causes. Findings

show that significant individual differences exist in both the magnitude and direction of

metacognitive cyclical change, underlining the need for future studies to look beyond

the average level of change.
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Amongst themselves, metacognitive domains demonstrate very little variability

in terms of overall magnitude and direction, implying that results from one domain

could predict results in another. This provides support for metacognition being domain-

general, at least as far as self-perceived judgements are involved (Fitzgerald et al., 2017;

Garfinkel et al., 2016; Morales et al., 2018). By extension, this thesis argues for a shared

etiological pathway for all menstrual metacognitive complaints or improvements.

Through the exploration of associations between menstrual symptom changes,

several distinct symptom clusters were identified. Cognitive abilities, physical, affec-

tive and headache symptoms presented as four individual yet correlated factors. The

findings highlight strong correlations between cognitive and affective changes suggest-

ing that the underlying mechanisms of affective and cognitive symptom types may

be shared. It is also possible that the shared variance between affective and cogni-

tive symptoms may be attributed to an affective mediating factor. For example, af-

fective stressors can impact the immune system, producing proinflammatory cytokines

that affect high-level cognition and metacognition (Peters et al., 2019; Kindler et al.,

2020; Muscat & Barrientos, 2021). Alternatively, findings from the present research

highlight the potential role of metacognition in mediating affective symptoms, possibly

through hormonal influences on metacognitive emotion regulation (Mahon et al., 2015;

Manikandan et al., 2016; Graham et al., 2017). In contrast to cognitive and affective

symptoms, physical and cognitive changes show weak correlation, suggesting separate

influences. Among physical changes, gastrointestinal discomfort has the strongest cor-

relation with cognitive change, likely due to interactions in the gut-brain axis (Martin

et al., 2018). Interestingly, there is no relationship between headaches and cognitive

changes, indicating distinct causal pathways. This may be due to different menstrual

patterns associated with headaches compared to other symptoms (Martin et al., 2007;

Kiesner et al., 2013).
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Specific findings from this research serve as a replication of Kiesner, et al.,

(2016). Results confirm a group tendency towards a perimenstrual increase in physi-

cal and affective symptoms, as well as significant within-individual changes for both

symptom types. The findings also suggest two distinct temporal characterisations of

symptoms seen in Kiesner et al., (2016). Firstly, symptoms can be categorized based

on their duration, with some being transient and fleeting (e.g., mood swings, cramps),

while others, such as headaches and anxiety/depressed symptoms, show relative stabil-

ity over hours or days (van Iersel et al., 2016; Kiesner et al., 2016). Secondly, symp-

toms can be characterized by their phase. Certain symptoms, like breast tenderness and

cramps, show only one type of cyclical phase, increasing before menstruation. On the

other hand, other symptoms such as headaches display heterogeneity, with some partic-

ipants experiencing an increase in symptoms during the perimenstrual phase, while oth-

ers observe an increase during the midcycle phase. These classifications are significant

because different symptom groupings may have different underlying causes or mech-

anisms. Some results from Kiesner et al., (2016) were not reproduced in the present

study. The current findings challenge the idea of independence between headaches

and physical symptoms reported by Kiesner et al. (2016) and question the assertion

that no shared pathways exist between these domains. Furthermore, findings suggest

a stronger underlying link between physical and affective symptoms than previously

demonstrated, potentially implicating shared physiological or psychological mecha-

nisms. This aligns with previous research in the field (Teng et al., 2004; Wang et al.,

2007).

By exploring metacognition, this research offers valuable insights beyond the

limitations of traditional cognitive measures. This is because metacognition captures

dimensions that standardized tests cannot access, including personal beliefs, attitudes,

cultural norms, and symptom influences (Kowalski & Chapple, 2000; Morgan & Rap-
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kin, 2002; Marvan & Cortes-Iniestra, 2008; Feinberg, 2020). All these factors shape

and influence women’s experiences of their symptoms, meaning that objective stud-

ies have limited external validity and may not accurately reflect or provide meaningful

commentary on real-life experiences. Recognizing the crucial role of metacognition,

given the complexities of the menstrual cycle, becomes imperative when addressing

whether the menstrual cycle impacts cognition. This is particularly significant when

considering the social implications of these findings in informing policies and reducing

stigma surrounding menstruation.

The study’s novel findings also have clinical implications for diagnosing and

treating menstrual conditions. Covariation suggests that metacognitive symptoms should

be reclassified as primary symptoms, along with physical and affective symptoms, in

PMDD (see Section 6.4.2). Moreover, the absence of a common underlying mechanism

between changes in headaches and cognitive ability indicates distinct etiological path-

ways. Individual differences in symptoms (Section 6.2.5) highlight the importance of

personalized treatment, including tailored hormonal treatment prescriptions (Makuch

et al., 2013; Peterson et al., 2023), necessitating further research to comprehensively

comprehend these variations (Pearlstein & Steiner, 2008). Additionally, the study high-

lights the potential application of the DOME questionnaire in other areas like cancer

research, where subjective reports of cognitive disruption in the absence of objective

results are well established (Liou, 2019; Rodin & Ahles, 2012).

This study contributes the first systematic documentation of metacognitive

changes in the context of the menstrual cycle. The main focus was on addressing three

main research questions: 1) Does metacognition oscillate in time to the menstrual cy-

cle? 2) Do metacognitive changes covary with other symptoms? 3) Do individual

differences exist in these metacognitive changes? By addressing these pivotal ques-

199



tions, a solid foundation has been established for further exploration in this field. Mov-

ing forward, future studies can delve into the underlying mechanisms that drive these

metacognitive shifts, investigating the influence of cultural and societal factors, and ex-

ploring the potential efficacy of interventions in enhancing metacognitive functioning

across various phases of the menstrual cycle. This continued research will not only

enhance our understanding of the cycle’s influence on cognition but also contribute to

the development of targeted interventions, personalized treatments, and policy changes

aimed at improving the well-being of individuals navigating the complexities of the

menstrual cycle.
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COVID-19 on the menstrual cycle: a systematic review. Journal of Clinical Medicine, 11(13),
3800.

Lee, A. L., Goldstein, R. S., & Brooks, D. (2017). Chronic pain in people with chronic obstruc-
tive pulmonary disease: prevalence, clinical and psychological implications. Chronic Ob-
structive Pulmonary Diseases, 4(3), 194

Lee, T., Cai, L., & MacCallum, R. C. (2012). Power analysis for tests of structural equation
models. In R. H. Hoyle (Ed.), Handbook of structural equation modeling (p. 181–194).
The Guilford Press.

Leeners, B., Kruger, T. H. C., Geraedts, K., Tronci, E., Mancini, T., Ille, F., . . . Hengartner,
M. P. (2017). Lack of Associations between Female Hormone Levels and Visuospatial
Working Memory, Divided Attention and Cognitive Bias across Two Consecutive Men-
strual Cycles. Frontiers in Behavioral Neuroscience, 11(July), 1–10

Lenzo, V., Sardella, A., Martino, G., & Quattropani, M. C. (2020). A systematic review of
metacognitive beliefs in chronic medical conditions. Frontiers in psychology, 10, 2875.

222



Levin, E. R., Vitek, W. S., & Hammes, S. R. (2018). Estrogens, progestins, and the female
reproductive tract. Goodman & Gilman’s: The Pharmacological Basis of Therapeutics;
Brunton, LL, Hilal-Dandan, R., Knollman, BC, Eds, 803-833.

Levitt, R. B., & Barnack-Tavlaris, J. L. (2020). Addressing menstruation in the workplace: the
menstrual leave debate. The Palgrave handbook of critical menstruation studies, 561-575

Lewicka, M., Czapinski, J., & Peeters, G. (1992). ”Positive-negative asymmetry or ”When the
heart needs a reason””. European Journal of Social Psychology

Lin, Y., Shan, P. Y., Jiang, W. J., Sheng, C., & Ma, L. (2019). Subjective cognitive decline:
preclinical manifestation of Alzheimer’s disease. Neurological Sciences, 40, 41-49

Lindberg, P., Netter, P., Koller, M., Steinger, B., & Klinkhammer-Schalke M. (2017). Breast
cancer survivors’recollection of their quality of life: Identifying determinants of recall
bias in a longitudinal population-based trial. PLoS One.;12

Liou, K. T., Ahles, T. A., Garland, S. N., Li, Q. S., Bao, T., Li, Y., Root, J. C., & Mao, J. J.
(2019). The Relationship Between Insomnia and Cognitive Impairment in Breast Cancer
Survivors. JNCI cancer spectrum, 3(3), pkz041
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Appendices



Appendix A

Questionnaire for Main Study



General Questions

Kindly answer the following questions:

1. Participant Code

2. On what day are you starting DOME?

(This question only needs to be answered once per cycle)

First day of menstruation

Second day of menstruation

3. The responses provided are in relation to:

Today

Yesterday

4. Did you have menstrual bleeding or spotting?

Yes

No

5. If yes, how many times did you change your pad/tampon during the day?

6. If a major event occurred today that you think affected your responses, please mention it (example car

crash, holiday, fallout)

In the last 24 hours how would you rate these measures RELATIVE to how you usually feel. Your:

7. Ability to think clearly and efficiently

Worse than usual———————Better than usual

8. Cognitive Control (i.e., sense of feeling in control versus being mentally overwhelmed)

Worse than usual———————Better than usual

9. Creativity Level

Worse than usual———————Better than usual

10. Ability to concentrate and avoid distractions

Worse than usual———————Better than usual
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11. Ability to multitask

Worse than usual———————Better than usual

12. Ability to pay attention to what is happening in the present

Worse than usual———————Better than usual

13. Ability to be decisive

Worse than usual———————Better than usual

14. Ability to make good decisions

Worse than usual———————Better than usual

15. Confidence in your decisions

Worse than usual———————Better than usual

16. Ability to remember information you know (e.g. a phone number, fact you had learnt)

Worse than usual———————Better than usual

17. Ability to learn new information

Worse than usual———————Better than usual

18. Ability to remember where you put an item (e.g. phone, bag, remote)

Worse than usual———————Better than usual

19. Ability to write clear instructions for others to follow

Worse than usual———————Better than usual

20. Ability to comprehend a long explanation or talk

Worse than usual———————Better than usual

21. Ability to give a long explanation or talk

Worse than usual———————Better than usual

In the last 24 hours:
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22. Did you have trouble sleeping?

Not at all A little A moderate amount Quite a bit A lot

23. Did you have cramping or pain in the lower abdomen?

Not at all A little A moderate amount Quite a bit A lot

24. Did you experience joint or back pain?

Not at all A little A moderate amount Quite a bit A lot

25. Did you suffer from bloating or water retention?

Not at all A little A moderate amount Quite a bit A lot

26. Did you experience breast swelling or breast pain?

Not at all A little A moderate amount Quite a bit A lot

27. Did you experience an increase in pimples or oily skin?

Not at all A little A moderate amount Quite a bit A lot

28. Did you have less tolerance towards noise and light?

Not at all A little A moderate amount Quite a bit A lot

29. Did you have gastrointestinal or stomach complaints/pains?

Not at all A little A moderate amount Quite a bit A lot

30. How was your appetite?

Not at all hun-

gry

A little hun-

gry

Average hungry Quite hungry Almost always hun-

gry

31. Did you have headache pain?

Not at all Mild Moderate Severe Excruciating

32. Did you experience an increase in bowel movements?

Not at all A little A moderate amount Quite a bit Very much

33. Did you feel anxious?

Not at all A little A moderate amount Quite a bit Very much
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34. Did you feel tense?

Not at all A little A moderate amount Quite a bit Very much

35. Did you have sudden mood swings?

Not at all A little A moderate amount Quite a bit Very much

36. Did you feel irritable?

Not at all A little A moderate amount Quite a bit Very much

37. Did you feel sad?

Not at all A little A moderate amount Quite a bit Very much

38. Did you feel depressed?

Not at all A little A moderate amount Quite a bit Very much

39. Did you experience any Cognitive Fog (i.e., sense of confusion or lack of mental clarity)?

Not at all A little A moderate amount Quite a bit Very much

40. Did you experience any Cognitive Fatigue (i.e., feeling of mental fatigue or exhaustion)?

Not at all A little A moderate amount Quite a bit Very much
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Appendix B

Consent Form



TITLE OF PROJECT:

The Mapping of Self-assessed Cognitive Symptoms throughout the Menstrual
Cycle via DOME; an instrument for metacognition

By signing the following you confirm that you want to participate in this study.

You acknowledge that you have received enough information about the study, what it
involves and the intended use of any data that you supply.

You also acknowledge that you understand that you are free to withdraw from the study
without having to give a reason for withdrawing and without any adverse result of any
kind.

No monetary payment will be provided for this study.

Signed ............................................................. Date ...........................................

(NAME IN BLOCK LETTERS) ..............................................................................
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Appendix C

Menstrual Cycle Questionnaire



Kindly fill in the following. You are free to leave out anything you do not feel comfort-
able filling in.

Code:

Age:

Country of birth:

How old were you when you started having menstrual periods? Age:
If you cannot remember your exact age, were you:

□ Younger than 10

□ 10-12 years old

□ 13-15 years old

□ 16 or older

□ Don’t know

Are your periods regular? (predictable within one week)

□ Yes

□ No

How many days are there between the start of one period and the start of the next on
average?

□ Less than 21 days

□ 22-24 days

□ 25-28 days

□ 29-32 days

□ 33 – 35 days

□ More than 36 days
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How many days of bleeding do you usually have each period? (Bleeding for which you
needed a tampon or sanitary pad, NOT discharge for which you needed a panty liner
only.) days

How heavy is your menstrual flow usually?

□ Light

□ Moderate

□ Heavy (clots/flooding)

Do you have any irregular bleeding between cycles?

□ Yes - always

□ Yes - sometimes

□ No

Are you currently using any hormonal contraception? (This includes pills, injections,
patches, the implant and MIRENA coil.)

□ No

□ Yes: (please specify)

Have you used any other hormonal contraception in the past? (This includes pills,
injections, patches, the implant and MIRENA coil.)

□ No

□ Yes: (please specify)

Have you ever been pregnant?

□ No

□ Yes

Have you ever been diagnosed with any medical conditions?
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□ No

□ Yes: (please specify)

Have you ever been diagnosed with any psychological/psychiatric conditions?

□ No

□ Yes: (please specify)

Have you ever been diagnosed with:

□ Endometriosis

□ Polycystic ovaries

□ Pelvic inflammatory disease / Pelvic infection

□ Uterine fibroids

□ Blocked tubes

□ Other menstrual cycle related problem (please specify):

Do you smoke?

□ Never

□ Occasionally

□ Regularly

Do you exercise?

□ Never

□ Occasionally

□ Regularly
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Appendix D

Information Sheet



Title of project: The Mapping of Self-Assessed Cognitive Symptoms throughout the
Menstrual Cycle via DOME, an instrument for metacognition

Investigator: Nicole Caruana

UM Ethics ID Number: 796:14/02/19-Nicole Caruana

Contact email: nicole.caruana.10@um.edu.mt

Dear potential participant, I would like to invite you to take part in this project which
is part of my PhD in Cognitive Science at the University of Malta.

Project Overview

This research will involve data collection from approximately 150 women using an
in-house questionnaire that measures changes in metacognition as a function of the
menstrual cycle. The instrument – DOME (Daily Online Metacognitive Evaluation)
comprises 40 items and is an online self-assessment of cognitive, physical and affective
symptoms. The scope of the study is to map the reported symptoms to the menstrual
cycle.

Eligibility Requirements:

Female participants over the age of 18 are requested for this study. People who have:
gone through menopause, are pregnant, are taking oral contraceptives or other hormonal
drugs, or do not have regular periods are not eligible to take part in the study.

What you will need to do and time commitment:

The whole questionnaire will take around six minutes and has to be filled in daily over
a period of two months. As a participant you will be required to log in using the given
link, and enter your answers to all 40 questions. The questionnaire cannot be submitted
unless all questions are completed. You will be asked to answer the questions at the
end of the day, after you reflect on your memory, attention and decision-making for
that day.

On a given day if you feel that, for example, your attention was better than usual, drag
the marker towards the ‘better than usual’ anchor. If you feel it was worse than usual,
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drag the marker towards the ‘worse than usual’ anchor. On days when you think that
there was no change from usual, leave the marker in the middle of the line. There is no
right or wrong answer. Try not to overthink your responses and just go with what you
‘feel’.

Additional information:

Participation in this project does not involve any known risks or discomforts. It is
important to note that your participation is entirely voluntary, and you have the right to
withdraw from the study at any time, even after agreeing to participate. Your personal
information will remain confidential and will not be included in the research report. If
you decide to take part in this research, please carefully read the consent form and sign
it. Should you have any questions or concerns, please feel free to contact me or my
supervisor using the provided contact details.

Regards

Nicole Caruana

PhD Cognitive Science

Professor Ian Thornton

Cognitive Science Department

ian.thornton@um.edu.mt
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Appendix E

Project Description



Title of project: The Mapping of Self-Assessed Cognitive Symptoms throughout the
Menstrual Cycle via DOME, an instrument for metacognition

Investigator: Nicole Caruana. Student Number: 05015892

Supervisors: Professor Ian Thornton (University of Malta); Professor Jeff Kiesner (Uni-
versity of Padua)

Project Overview

The menstrual cycle is a biological phenomenon with social implications. It influences
a woman’s personal identity, behaviour and perception of ability, and in turn shapes cul-
turally shared beliefs and expectations about the role of women in society (Richardson,
1992). Women regularly report cognitive complaints which they attribute to the cycle
(Farage, Osborn, & MacLe, 2008) but neurophysiological studies have indicated that
cognition is not in fact affected (Sundsrom Poromaa & Gingnell, 2014). One possibility
for the disparity between perceived and actual functioning could be that the menstrual
cycle influences accurate monitoring of one’s own cognitive ability (Whitfield, 2005).

This research project will monitor the metacognitive experience of women
across two cycles, measuring daily self-assessment of cognitive ability. Metacognitive
experiences are conscious cognitive experiences that pertain to intellectual enterprise,
whose main purpose is to tell you how well you are doing (Flavell, 1999). An example
would be making a judgement on whether you will be able to remember a given piece
of information. The primary aims of this study are to determine whether changes are
cyclical with respect to the menstrual cycle, the extent of individual differences in abil-
ity changes, and to examine the covariance of cognitive symptom changes, both among
themselves and in relation to other symptoms. A systematic link between metacogni-
tion and the menstrual cycle and insights into metacognitive patterns in the context of
the cycle will inform underlying causal mechanisms and pathways, and have implica-
tions in the diagnoses and treatment of menstrual conditions.

Data collection from approximately 150 women, will take place using a cus-
tom designed questionnaire that measures changes in metacognition. The instrument –
DOME (Daily Online Metacognitive Evaluation) comprises 40 items and is an online
self-assessment measure of cognitive abilities and physical and affective symptoms.
Female participants over the age of 18 will be required for this study. People who
have gone through menopause, are pregnant, are taking oral contraceptives or other
hormonal drugs, or do not have regular periods are not eligible to take part. The whole
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questionnaire takes around six minutes and will be be filled in daily over a period of two
months. Participants log in using a given link. The questionnaire cannot be submitted
unless all questions are completed.

There are no known risks associated with this project. Participation is com-
pletely voluntary, with no monetary rewards. No names or other identifying informa-
tion will be included in the research report.
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Appendix F

Raw Correlations



Table A1: Correlation scores for physical and affective cosine amplitudes

Table A2: Correlation scores for physical, affective and cognitive cosine ampli-
tudes
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