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Recent research showed selectivity of perceptual learning in speech to linguistic variables and non-linguistic vari-
ables. With regard to the latter Keetels et al. (2016) reported that perceptual learning for one spatial location does
not fully generalize to another. This spatial selectivity has been suggested to indicate that learning may target non-
linguistic representations. We test whether spatial selectivity is a general property of perceptual learning or
whether it is related to specific design choices, such as using a single nonword throughout the study.
Therefore, we aimed to replicate spatial selectivity with a paradigm that makes use of a larger set of word and non-
word stimuli. However, in three experiments, one in-person and two web-based, no effect of spatial selectivity was
observed. A Bayesian analysis suggests that the null hypothesis is better supported by the data than the alterna-
tive hypothesis based on the previously reported effect size. Repercussions for the debate about pre-lexical rep-
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resentations in speech processing are discussed.
© 2024 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
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1. Introduction

Even though phonetic categories of the native language are
learned early in language acquisition (Pallier et al., 1997), it is
now well established that they remain flexible throughout the
life span, for instance, to adjust to different talkers and situa-
tions (Bertelson et al., 2003; Norris et al., 2003; Samuel &
Kraljic, 2009). A common way to demonstrate this flexibility
is by using exposure-test paradigms. It has been shown that
during an exposure phase listeners use lexical and visual con-
text information to interpret ambiguous phones. This contex-
tual bias, in turn, influences the perception of phonetic
categories at a subsequent test phase (for a review, see
Samuel & Kraljic, 2009). This effect has become known as per-
ceptual learning in speech or phonetic category recalibration
and experiments typically target single phoneme contrasts.
Learning in speech perception has also been shown in para-
digms in which participants adapt more globally to a new
accent rather than just one speech-sound contrast and show
benefits in word recognition after adaptation (Bradlow &
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Bent, 2008; Clarke & Garrett, 2004). While certain parallels
in the mechanisms of learning between adaptation to single
sound contrasts and global accents have been demonstrated
(Mitterer & McQueen, 2009; Reinisch, Weber, & Mitterer,
2013), in the current paper we focus on learning in exposure-
test paradigms that target one speech-sound contrast.

One of the issues that has been discussed in the perceptual
learning literature is to what extent learning is context-specific
or generalizes to other contexts, such as syllable position
(Jesse & McQueen, 2011; Mitterer et al., 2013; Nelson &
Durvasula, 2021), phonetic context (Reinisch et al., 2014),
phonetic features in the target (Mitterer et al., 2016a; Mitterer
& Reinisch, 2017), allophones (Mitterer et al., 2013) to name
but a few. While this work mostly tested generalization across
different types of linguistic factors, Keetels et al. (Keetels et al.,
2015, 2016) had shown that perceptual learning in speech may
be constrained by the spatial location of the sound source, that
is, whether the critical stimuli are perceived as being on the
same versus different side of the listener during exposure
and test. However, the evidence that we present in the present
study suggests that this reported location specificity is not
inherent to perceptual learning of speech but instead bound
to specific forms of perceptual learning paradigms. As we
will show, our findings have potential repercussions on the
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controversy regarding sublexical units in acoustic-to-lexical
mappings (Bowers et al., 2016; Mitterer et al., 2018).

Our investigation starts with the realization that there are
radically different forms of exposure-test paradigms, that differ
most importantly in the amount of variation in the exposure
materials. The design introduced by Norris et al. (2003)
exposed participants to 20 different unusually pronounced tar-
get words hidden among a large number of fillers (>100). In
this version, the bias typically is lexical, that is, based on the
Ganong effect (Ganong, 1980), which refers to the finding that
participants tend to interpret ambiguous speech sounds in a
manner so that the utterance is perceived as a word. That is,
an ambiguous sound between /s/ and /f/ is likely to be identified
as /fl in gira[®/{]e but as /s/ in hor{®/Je. Norris et al. (2003) as
well as studies following this example tended to embed 20
acoustically ambiguous target stimuli in a lexical decision task
with 200 stimuli in total, which constitutes the exposure phase.
During exposure, there typically is a between-participants
manipulation that one group hears an ambiguous sound
biased towards an /s/ interpretation and the other group hears
an ambiguous sound biased towards an /f/ interpretation.
Effects of this exposure are then measured in a test phase in
which participants hear the sounds in an unbiased continuum
(either nonword-nonword as in [es]-[ef], or word-word [nais]-
[naif], nice-knife) in a two-alternative forced choice task
(2AFC). It has typically been found that the group exposed to
ambiguous sounds biased towards /f/ (which we will call amb2f
as a shorthand) provides more /f/ responses on these test con-
tinua than the group exposed to ambiguous sounds biased
towards /s/. This is the effect of perceptual learning for speech
or phonetic recalibration. Importantly, the paradigm typically
uses one long, varied exposure phase’ followed by one test
phase, with typically 60 to 150 2AFC trials, although a few stud-
ies also used cross-modal priming during the test phase to
reduce the potential influence of decision biases (McQueen
et al., 2006; Sjerps & McQueen, 2010). Importantly, these latter
studies show that the recalibration affects not only perceptual
decisions but also spoken-word recognition, two aspects that
can dissociate (Krieger-Redwood et al., 2013).

In another paradigm (Bertelson et al., 2003), a similar learn-
ing effect was observed at around the same time as Norris
et al. (2003), in a design that has minimal variation in the expo-
sure. The biasing information for the disambiguation of
ambiguous speech sounds here is provided by visual context
via lip-reading (i.e., relying on the McGurk effect, McGurk &
MacDonald, 1976) rather than a lexical bias. For instance, par-
ticipants are presented with an ambiguous speech sound
between /b/ and /d/ in an /a_a/ context which does not form
an existing word in their native language (i.e., in Dutch in the
Bertelson et al. study). At the same time, participants view a
video of a speaker either mouthing /aba/ or /ada/ providing
the relevant disambiguating information through a visual bias.
The exposure phase consists of repeated exposure to one of
the exposure stimuli (usually presented eight times), followed
by a short test phase with around six 2AFC test trials on
ambiguous auditory stimuli from an /aba/-to-/ada/ continuum.

! Some studies used a shorter lexical exposure phase of 32 items and, like the Bertelson
et al. (2003) study, had more than one repetition of exposure and test (Myers & Mesite,
2014; Saltzman & Myers, 2021).

Usually, there are between ten to twenty of these short
exposure-test cycles, with bias manipulated within participants.
Participants show a learning effect by labelling auditory-only
stimuli as /b/ more often after exposure to an auditorily ambigu-
ous stimuli biased to be perceived as /b/ than after exposure to
an auditorily ambiguous stimuli biased to be perceived as /d/.
This shows that exposure to the visually biased exposure stim-
uli changed the criteria for what is considered to be a /b/ or /d/
in the following test phase.

The vast majority of perceptual learning studies used either
a large exposure set with the Ganong effect (lexical bias) to
guide the interpretation of ambiguous stimuli, or a small stimu-
lus set with the McGurk effect (visual bias) to guide the inter-
pretation of ambiguous stimuli. However, there are two
exceptions to this pattern. On the one hand, Van der Linden
and Vroomen (2007) compared visual and lexical exposure
biases with small stimulus sets using an experimental design
with minimal variation and repeated exposure-test cycles.
The study made use of eight Dutch words and nonwords that
ended on either /t/ or /p/. The variability within these sets
was limited since all words used in the experiment had the
same stressed vowel before the word final stop. That is, these
stimuli all rhymed. The exposure phase consisted of the pre-
sentation of four stimuli that gave rise to the same bias pre-
sented two times each, followed by a test phase. Exposure-
Test cycles were repeated ten times. The studies revealed that
exposure using a visual bias led to stronger learning than
exposure using a lexical bias. Moreover, the presence of con-
trast stimuli (i.e., clear /t/ as a contrast stimulus to an unclear
speech sound biased to be perceived as /p/) enhanced learn-
ing with both lexical and visual bias during exposure. Visual
learning without contrast stimuli was of similar size as lexical
learning with contrast stimuli. A comparison of the longevity
of the two effects further indicated that learning from both types
of exposure (i.e., visual and lexical) quickly dissipated during
the test phase after about twenty trials, with no difference
between them (see also Ullas et al., 2022).

On the other hand, Reinisch and Mitterer (2016) used an
audiovisual bias in a study with a large amount of variation.
In that study, the critical sounds (here: /t/ and /p/) were embed-
ded in a variety of phonetically different words, sometimes also
as part of a final consonant cluster. They found learning in such
a set-up, however, in contrast to the minimal-variability studies
in van der Linden and Vroomen (2007), the lexical-bias effect
was stronger than the visual-bias effect. This indicates that
the amount of variation may change the patterns of perceptual
learning and suggests that the learning mechanism may be dif-
ferent depending on the amount of variation in the input.

Differences between experiments using these different
paradigms are also found regarding the rate at which the learn-
ing effect dissipates. In VVan der Linden and Vroomen (2007), it
was found that the learning effects quickly dissipate during the
test phase so that no learning remained after three blocks of
six trials, which would be about a minute of testing. This con-
trasts with findings that the learning effect with a paradigm sim-
ilar to Norris et al. (2003) can still be found 12 hours after
exposure (Eisner & McQueen, 2006). Van der Linden and
Vroomen (2007) pointed out an important confound in this
comparison, that is, the presence of test trials. While the exper-
iments using minimal variation during exposure tend to inter-
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sperse exposure and test trials, experiments with a large
amount of variation during exposure typically consist of one
long exposure followed by a test phase. It is often observed
that the learning effect gets smaller over the course of the test
phase (e.g., Cummings & Theodore, 2023; Liu & Jaeger, 2018;
Tzeng et al., 2021), one possible explanation is that the learn-
ing effects may remain stable until the test phase starts. How-
ever, a reanalysis of the learning effect over the test phase of
the experiment by Mitterer and Reinisch (2013) using a similar
design as Norris et al. (2003) showed that the learning effect,
though getting smaller over test trials, is still there after eighty
test trials and even remained stable after eighty test trials
(these new analyses are available in Mitterer & Reinisch,
2022). These findings show that the two paradigms—NMitterer
and Reinisch (2013) with a long, varied exposure phase and
Van der Linden and Vroomen (2007) with a minimal variation
in the exposure set and repeated exposure-test cycles—may
give rise to different kinds of learning or tap different aspects
of the learning process.

Spatial selectivity has so far only been tested and reported
with a paradigm with minimal-input variation using a visual
bias. In Keetels et al. (2015), participants heard the same
ambiguous sounds over headphones presented to either the
left of the right ear during exposure while viewing a video of
the speaker whose face was presented on the right or left half
of the screen, coinciding with the auditory stimulus’ location.
During each short exposure block, stimuli were presented on
the left and right side with a face presented on the left side
of the screen and the (always ambiguous) sound coming from
the left side through the headphones. Within one block, the
visual stimulus on the right consistently supported an /aba/
percept and the visual stimuli on the left supported a /ada/ per-
cept. In a subsequent short test phase, audio-only stimuli had
to be categorized as /aba/ or /ada/ and were presented, over
trials, on both the left or right side. Stimuli that were presented
on the side that through exposure was associated with /ada/
were more often identified as such than stimuli presented on
the side with an /aba/ bias. It could be shown that learning is
influenced by location. However, since during each exposure
block stimuli were presented in both spatial locations, it could
not be shown whether a mismatch in location eliminated or
merely reduced the learning effect.

This issue was tackled in a follow-up study in which Keetels
et al. (2016) made use of loudspeakers that were on the left
and right of the screen. One exposure block always used the
same audio-visual stimuli (i.e., either /aba/ or /ada/ in a given
block) on just one side, and test blocks presented auditory-
only stimuli at the same and other side. In this way, it was pos-
sible to test whether there was at least some learning that gen-
eralizes over spatial location. Learning was still found at the
other spatial location, so that after exposure to an ambiguous
sound on the right accompanied by a visual /aba/, an ambigu-
ous auditory-only stimulus on the left side was still more likely
to be perceived as /aba/ than after exposure to visual /ada/on
the right side. However, the learning effect was less than half
as strong as when exposure and test location matched.

This finding dovetails well with findings in experimental psy-
chology that learning often is context- and or location-specific
(e.g., famously, Godden & Baddeley, 1975), and this may
reflect a need to associate learning with location. For instance,

in training a guard dog, one would want the dog to react hostile
to strangers in the own home but friendly or neutral to stran-
gers in a dog park. In fact, context-dependency is more a rule
rather than an exception in learning (Heald et al., 2023). How-
ever, the role of context may depend on how relevant it is for
the learning task at hand (Lucke et al., 2013) and in fact on
the appraisal of the learner of how important a given context
is (Heald et al., 2023). This line of reasoning therefore provides
credence to the idea that spatial location may be important
when learning is restricted to one nonword stimulus (as in
Keetels et al., 2016) but may be less important when the expo-
sure consists of a large set of existing words. It is hence an
open question whether perceptual specificity can be observed
in paradigm that is similar to that of Norris et al. (2023) with a
large amount of variation, many fillers, and a single exposure
and single test phase.

This question has further theoretical implications. Research
using the the perceptual learning paradigm has been used to
delineate the form and type of sub-lexical units in spoken-
word recognition (Mitterer et al., 2013, 2016a; Mitterer &
Reinisch, 2017; Nelson & Durvasula, 2021; Reinisch et al.,
2014; Reinisch & Mitterer, 2016). One auxiliary hypothesis of
this line of research is that the perceptual learning paradigm
affects sub-lexical units that are used to achieve spoken-
word recognition. While there was some evidence to support
this assumption (Cutler et al., 2008; Mitterer & Reinisch,
2013; Sjerps & McQueen, 2010), the findings by Keetels and
colleagues (2015, 2016) have been used to question this.
Bowers et al. (2016) argued that, if perceptual learning is spa-
tially selective, the results from such experiments are unlikely
to reflect properties of sublexical units in speech perception,
for which it would be counterproductive to be spatially selec-
tive. The spatial selectivity of perceptual learning in speech
might hence reflect episodic learning outside the realm of
spoken-word recognition: Listeners learn that this particular
stimulus in that particular situation should be interpreted as,
for instance, a labial speech sound. That is, rather than learn-
ing something about speech sounds, participants learn a
specific stimulus—response pattern. While Bowers et al.
(2016) do not settle on this interpretation—they also suggest
that perceptual learning may focus on low-level representa-
tions that are in fact part of the processing chain in spoken-
word recognition, with higher-level representations being
phonemic (for further discussion, see Mitterer et al., 2018;
Samuel, 2020)—the spatial-selectivity findings lead to linger-
ing doubts about the usefulness of the perceptual-learning
paradigm for the investigation of representations used in
spoken-word recognition.

It is therefore interesting to investigate how general the find-
ing of spatial selectivity in perceptual learning in speech is. The
current experiments therefore test whether spatial selectivity is
an inalienable property of the perceptual-learning paradigm or
may depend on the specific implementation of exposure and
test.

2. Experiment 1

In this experiment, we tested perceptual learning using the
/s/-Ifl contrast in Maltese English. Participants first completed a
picture-verification task with more than 90 trials, in which they
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were presented two pictures while listening to a word. Their
task was to indicate which of the two pictures better fits the
word they heard. Critically, there was a between-participant
manipulation in that half of the participants heard words in
which an underlying /s/ was replaced by an ambiguous frica-
tive [*/] and the other half heard the same ambiguous fricative
replacing /f/. Moreover, half of the participants heard these
words coming from a speaker to the left of the computer
screen, the other half heard them coming from a speaker to
the right of the computer screen, leading to four groups in total.
Test stimuli were then presented on either side. The critical
question is whether learning is reduced if there is a mismatch
between location of exposure and test stimuli.

2.1. Method”

2.1.1. Participants

37 students from the University of Malta participated in the
study. This roughly doubles the sample size of the earlier stud-
ies (Keetels et al., 2015, 2016), that used 16 to 21 participants
per experiment. They were native speakers of Maltese and
Maltese English® and participated for a small monetary compen-
sation. There were 22 female and 15 male participants, and they
were aged between 18 and 29.

2.1.2. Stimuli and apparatus

Experiments were performed in a sound-attenuated booth
at the Cognitive-Science lab of the University of Malta. Exper-
iments were run on a standard PC using PsychoPy (version
1.84, Peirce, 2007). Sounds were presented using Logitech
Z 150 speakers located on the right and left of a 22-inch mon-
itor. The two speakers were about 70 centimeters apart, and
the listeners had a viewing distance of about 60 cm to the
screen, leading to a spatial separation of the two speakers of
60 degrees.

For the exposure phase, 22 words each containing /s/ and
/f/ in various positions (see Appendix) were selected. Note that
learning for fricatives generalizes over positions (Jesse &
McQueen, 2011) and having no constraints on syllable posi-
tions allowed us to use more natural pairings of images and
words. Additionally, 49 filler words were selected that con-
tained neither /s/ or /f/ nor their voiced counterparts /z/ and
Ivl. These words plus three minimal pairs for the test phase
(knife-nice, rice-rife, lice-life) were recorded by a male speaker
of Maltese English. Additionally, the critical words were
recorded with the “other” fricative (that is, giraffe was also
recorded as girasse and police was recorded as polife). Based
on these pairs, ambiguous tokens were generated. First of all,
the fricatives were cut out from the recordings. The two remain-
ing part words, that is the parts with the fricatives removed
(e.g., poli... with formant transitions appropriate for either /s/
or/f/) were mixed using STRAIGHT (Kawahara et al., 1999)
to minimize formant-transition cues to the place of articulation

2 Al materials, data, and analyses files are available here: https:/osf.io/6sx5y/.

3 Malta is officially bilingual (Maltese and English), but the majority of the speakers are
more confident in Maltese than in English. Note, however, that the /s/-/f/ contrast occurs in
Maltese and English. Moreover, courses at the University of Malta are taught in English, so
that students need to have a good command of English. This, in turn, means that the
perceptual learning of this contrast should not be a problem see e.g., (Reinisch et al., 2013,
for recalibration of sounds in a non-native language that are shared with the native
language).

of the fricatives. For the fricative parts of the words, six con-
tinua (based on syllable position* and rounding of the vowel
context, see Appendix) were generated. These fricative continua
were then spliced back into the mixed part words containing no
clear formant transition cues. All STRAIGHT resynthesis were
carefully checked to not contain artefacts due to creaky voice
(see McQueen et al., 2023, for the importance of such checks).
These cross-spliced tokens of part word and fricative were then
assessed by six native speakers of Maltese English to find the
most ambiguous tokens. Based on these judgements, one
ambiguous token was selected for the main experiment. Addi-
tionally, for each word, a matching picture and an unrelated dis-
tractor picture were selected by a Google image search. These
pictures were used for the picture-matching task. Three addi-
tional pictures related to existing items were selected for a short
old/new picture task that introduced a short delay between expo-
sure and test of about 2 minutes.

For the test phase, the STRAIGHT algorithm (Kawahara
et al., 1999) was used to generate an eleven-step continuum
between the natural utterances in steps of 10% for the three
minimal pairs (knife-nice, rice-rife, lice-life). Continua were
again informally tested for their ambiguous range and levels
4 to 8 were used for the test phase.

2.1.3. Procedure

Experiments started with the instruction for the exposure
phase. All instructions were presented as text on the computer
screen. Participants were instructed that they would see two
pictures and hear a word. They would have to indicate via a
keyboard-button press which of the two pictures better fitted
the word, using the right and left arrow key.

Based on the order of testing, participants were assigned to
either the /s/-biased exposure (i.e., ambiguous fricatives in
words with /s/, e.g., hor[*/Je, and unambiguous [f] in word with
underlying /f/, short: amb2s for ambiguous sound to s for par-
ticipants with an odd number) or /f/-biased exposure (i.e.,
ambiguous fricatives in words with /f/, e.g., giral*/Je, and
unambiguous [s] in word with underlying /s/, short: amb2f for
participants with an even number). Moreover, the first two par-
ticipants in a set of 4 were presented exposure stimuli from the
right speaker, the other two to stimuli from the left speaker.

Trials during exposure had the following structure. One pic-
ture each appeared on the right and one on left side of the
screen. After 400 ms, an auditory stimulus was played via
one of the speakers. Participants were instructed to press
the left or right arrow key, depending on which picture better
matched the sound. Each exposure phase started with five
practice trials followed by a mix of the 44 critical trials and 44
fillers. Order of presentation was randomized individually, with
the constraint that no two tokens with an ambiguous fricative
were presented in direct succession.

After the exposure, participants received written instructions
to an old/new picture recognition task. During this task they
saw one picture per trial and had to indicate with the arrow
keys whether the picture had been seen before during the

“* Note that syllable position is not critical for learning about fricatives (Jesse & McQueen,
2011), as long as the biasing cue, in our case, the picture, is available when the fricative is
heard.
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experiment or not. Six pictures were presented, three of which
were new.

After this short picture-recognition task, the test phase
started. It consisted of a two-alternative forced choice (2AFC)
task using the minimal pairs knife-nice, rife-rice, lice-life.
Instructions stated that participants would hear a word that
might be difficult to identify. They would see the two words of
a minimal pair written on the screen and decide which of the
two words better matched the sound. Each of the 15 stimuli
(three continua times 5 steps) was presented at both locations
(left/right) totaling in 30 different stimuli during a test block. This
means that, even though learning condition is manipulated
between participants, location match is manipulated within par-
ticipant (see Table 1). Each participant completed five of those
blocks without a break between blocks. Order of presentation
was randomized within each block.

2.2. Results and discussion

During the exposure phase, participants nearly always
chose the intended picture (about 99% correct responses).
We tested whether all participants chose the “correct” pictures
even for the ambiguous items as intended (>85%), since ear-
lier research has shown that rejection of ambiguous items low-
ers the amount of learning (Sjerps and Reinisch, 2015). This
was the case, and all participants were retained for the analy-
ses of the test phase. Fig. 1 presents the results of the test
phase as the proportion of trials on which participants
responded with /s/, depending on exposure and location
match. Exposure here refers to the bias induced during expo-
sure (amb2s vs. amb2f) and Location match refers to whether
a test stimulus during the test phase was presented on the
same side as the exposure stimuli (note that location of expo-
sure stimuli was varied between participants, but the location
of test stimuli varied within participants).

Fig. 1 shows that there is a clear difference between the
exposure conditions, but no clear effect of having a location
match between exposure and test sounds. These observations
were borne out by a generalized linear mixed effect model with
a logistic linking function in R (v 4.1.3, R Core Team, 2022)
using the ImerTest package (Kuznetsova et al., 2015). The
dependent variable was the likelihood of an /s/-response,
and the predictors were contrast coded (Exposure Condition:
amb2f = -0.5, amb2s = 0.5, Location Match: 0.5 = same, —0.
5 = opposite, continuum step ranging from —2 to 2). The model
specified an interaction of Exposure Condition and Location
Match. Step was only used as a control variable and was not
allowed to interact with the other factors. The random-effects
structure included a random effect for Participants with random
slopes for Continuum Step and Location Match. This is maxi-
mally converging random-effect structure with correlations
between random slopes restricted to zero.®

With this coding, all expected regression weights should be
positive. For instance, the learning effect (i.e., effect of Expo-
sure Condition) should be reflected in a positive regression
weight, since the likelihood of an /s/-response is expected to

5 The formula in R was: choice.lmer = gimer(resp ~ Condition *LocationMatch + step +
(step+LocationMatch||participant), data = test, family = "binomial"). Note that a random
slope for Exposure Condition over participants would not be meaningful since it is
manipulated between participants.

be higher in the amb2s group than in the amb2f group. The
results presented in Table 2 show that this is the case. The crit-
ical question is whether this learning effect is larger when there
is a match in location between exposure and test phase. This
issue is tested by the interaction between Exposure Condition
and Location Match, which is not significant. In fact, the esti-
mate is opposite to the expected direction for such an
enhancement.

The absence of a modulation of the learning effect by spa-
tial location was further investigated with a Bayesian analysis.
To this end, a “Location Match” effect was calculated for each
participant. This effect was the difference in logOdds of /s/-
responses for trials in which the location of the sound at test
matched the exposure side and for trials in which the location
mismatched the exposure side. This difference was calculated
in such a way that the effect of location on perceptual learning
should be reflected in a positive value and therefore depends
on the exposure condition. For the amb2s group, the logOdds
of /s/-responses with non-matching locations were subtracted
from the logOdds of /s/-responses for matching locations,
reflecting the expectation that the bias toward /s/ should be lar-
ger when locations match. That is, if there is spatial selectivity
of learning (with more learning at the location used during
exposure), this subtraction should lead to a positive number.
For the amb2f group, the expectation is that there should be
fewer /s/-responses if the locations of exposure and test
match, because the exposure induces an /f/-bias. Therefore,
the logOdds of /s/ responses during test at the same side of
exposure was subtracted from the logOdds of /s/ responses
at the opposite side, again leading to the expectation of a pos-
itive number if there is spatial selectivity of learning. This
matching effect can be related to the learning effect when
exposure and test stimuli were from the same location, which
is 0.732 logOdds units. This allows us to estimate a prior for
the effect of matching sides, since Keetels et al. (2016)
reported a reduction of 59% of the original learning effect, so
that we should expect a reduction of the learning effect by
0.432 logit units (0.732 logit units * 59% reduction) between
the location match and mismatch conditions. In the case of
such a clear prior, Dienes (2014) suggests an alternative
hypothesis with a normal likelihood distribution with a mean
of the expected effect size (0.432 logit units) and a standard
deviation of half that mean, so that negative outcomes are con-
sidered unlikely. We used these priors with the Bayes calcula-
tor provided by Dienes in its R implementation (Baguley &
Kaye, 2010). The observed effect of location match was
—0.001 logit units (SE = 0.214), which leads to a BF of
0.245. This indicates that the null hypothesis (no difference
depending on location match) is about four times more likely
than the alternative hypothesis (there is a difference depending
on location match roughly of the same size as observed by
Keetels et al., 2016).

In summary, the current experiment gave rise to a clear per-
ceptual learning effect such that participants in the amb2s
group interpreted more sounds at test as /s/ relative to partici-
pants in the amb2f group. This effect was not modulated by the
manipulation of spatial location, that is match versus mismatch
in spatial location of the stimuli between exposure and test.
Importantly, the Bayes Factor is in the range [1/10, 1/3] which
is considered substantial evidence (here: for the null hypothe-
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Table 1

The allocation of participants to condition, showing how learning condition is manipulated between participants but critically, location match is varied within participants.

Participant ID number Exposure type

Exposure side Presentation at test

right left
1,5,7,... amb2s right +match -match
2,6,10,... amb2f right +match -match
3,7,11,... amb2s left -match +match
48,12,... amb2f left -match +match

o
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Fig. 1. Mean proportion of /s/ responses for the two exposure conditions over the continuum in Experiment 1. Point symbols indicate the exposure condition (circles = amb2f,
triangles = amb2s). Location match is coded by line type (dashed lines= “same location in exposure and test”, solid lines = “opposite location in exposure and test”) and with dodged
positions to increase readability. Error bars show the confidence interval estimated through the function summarySEwithin from the R package Rmisc (Hope, 2012/2014).

Table 2
Results from the generalized linear mixed-effects model for the likelihood of /s/-responses
during the test phase of Experiment 1.

Estimate (SE) z p

—0.213 (0.135) —1.569 0.117
Exposure Condition 0.799 (0.271) 2.949 0.003
Location Match —0.019 (0.227) —0.086 0.932
Step 0.453 (0.031) 14.43 <0.001
Exposure Condition * Location Match —0.042 (0.454) —0.092 0.927

Intercept

sis) though not strong evidence (Dienes, 2014; Jeffreys, 1961).
Therefore, we set out to replicate the results of Experiment 1
with a different set of materials that already have been shown
to give rise to a large learning effect. With an even larger learn-
ing effect, it should be easier to find a modulation of the learn-
ing effect.

3. Experiment 2

This experiment made use of the Dutch materials used in
Mitterer and Reinisch (2013). It was run in a web-based set-
ting, which makes it easier to test a larger number of partici-
pants. Since we expected participants in a web experiment
to wear headphones, we made use of virtual spatial locations
by varying the timing and amplitude of the left and right chan-
nels (following the parameters in Palomaki et al., 2005). To
check that participants were able to differentiate these virtual
spatial locations, we tested this prior to the main experiment.

3.1. Method

3.1.1. Participants

Eighty-three participants, all native speakers of Dutch, were
recruited via the Prolfic.co site. They were required to be
between 18 and 40 years old. The average age of those who
participated was 28.8 (sd = 5.6). 56 declared their gender as
female, 23 as male. Constraints for participation were that they
were aged between 18 and 40 years and Dutch was one of
their native languages. Moreover, within Prolific, the experi-
ment was made accessible only from a desktop computer,
not from a tablet or mobile phone.

3.1.2. Stimuli

The stimuli were taken from the study by Mitterer and
Reinisch (2013), where strong learning effects of more than
two logit units difference (which is around 40% difference
around a 50% baseline) had been found with these materials
in lab-based studies. Materials (available at: https://osf.io/
v2unz/) compromised 200 Dutch stimuli for the exposure
phase which made use of a lexical-decision task. There were
20 critical stimuli that ended in /s/ and 20 stimuli that ended
in /f/. Whether the /s/- or /f/-final words carried an ambiguous
fricative was manipulated between participants. The ambigu-
ous fricatives were based on morphs, generated with the
STRAIGHT algorithm (Kawahara & Irino, 2005) between the
word and a nonword utterance with the other fricative (e.g.,
for the word radijs, Engl,. radish, the nonword radijf) and the
ambiguous step was based on a pretest (see Mitterer &


http://Prolfic.co
https://osf.io/v2unz/
https://osf.io/v2unz/

H. Mitterer, E. Reinisch/Journal of Phonetics 104 (2024) 101313 7

Reinisch, 2013). Additionally, there were 60 words and 100
nonwords that contained neither /s/ or /f/. For the test phase,
stimuli were based on four minimal pairs (doos-doof, Engl.
‘box’-‘deaf’, kuis-kuif Engl. ‘chaste’- ‘crest’, les-lef, Engl.
‘lesson’-‘courage’, roos-roof, Engl. ‘rose’-‘robbery’). For each
minimal pair, four stimuli from the ambiguous range of a
morph-series with 10% steps had been selected in Mitterer
and Reinisch (2013) and we used the same steps here.

For the present study, for each of the stimuli used in Mitterer
and Reinisch (2013), we generated a version that, over head-
phones, would appear to come from the front left or right (i.e.,
+45°) using the parameters for amplitude and time delay as
reported in Palomaki et al., (2005, ITD = 0.39 ms, ILD = 11.2
7 dB). We preferred using this form over spatialization above
panning fully to the left and right channel, because the latter
is an ecologically invalid situation that only arises with head-
phones which were not available throughout most of human
evolution.

3.1.3. Procedure

The procedure was similar to Experiment 1, with an expo-
sure phase and a test phase, but there were two differences.
First of all, we tested whether participants were able to identify
the virtual locations, which might be difficult if they ignored the
instructions to wear headphones. Second, the exposure task
was a lexical decision task rather than a picture verification
task. For the localization test, ten filler words from the exposure
phase were used and presented from left or right virtual loca-
tions. Participants had to indicate where the sound was coming
from and were provided with feedback on whether their choice
was correct or not. Note that some participants may wear their
headphones the wrong way round, and therefore consistently
be wrong (see Results for details). Each word was presented
twice, leading to 20 trials. The experiment started with this
localization task, followed by the exposure phase (200 trials)
followed by 160 test trials, in which the participants decided
whether the words ended on /s/ or /f/ through a 2AFC task
using whole-word prompts. That is, the participants decided
which word they heard rather than on which fricative it ended
(see Krieger-Redwood et al., 2013, for why the former task
may be more natural). To dissociate “left” and “right” from the
response options, participants were instructed to use the up-
and down arrow keys for exposure (up = word, down = non-
word) and test (up = /s/, down = /f/).

3.2. Results and discussion

For the analysis of the localization task in which participants
had to indicate the virtual location of the sounds, we focused
on the last 15 trials, since some participants were consistently
wrong at the beginning, indicating that they were wearing their
headphones the wrong way round. Therefore, we disregarded
the first five trials and retained participants if they had at least
14 out of 15 trials correct on the remaining trials. This led to the
rejection of six participants. For the remaining participants we
tested whether they accepted more than 17 of the critical items
as real words in the lexical decision task, because participants
who reject many of the ambiguous items tend to show a lower

or even no learning effect (Sjerps & Reinisch, 2015). This led
to the rejection of one additional participant, so that the final
sample contained data from 76 participants.

Fig. 2 shows the results from the test phase. As the figure
shows, participants in the amb2s exposure condition (who
had heard the ambiguous sound in words where it replaced
/s/) gave more /s/ responses at test than participants in the
amb2f exposure condition. The perceptual learning effect
was larger when tested on the same side as exposure for
the first two steps—as shown by the larger separation between
the dotted and the solid lines at steps one and two. However,
for steps three and four, the perceptual-learning effect (i.e., the
separation of the amb2s and amb2f lines) was similar for the
same-location and opposite-location conditions.

The statistical analysis followed the same pattern as in
Experiment 1, with contrast-coded predictors for Step, Expo-
sure Condition, and Location Match. The outcome (see
Table 3) showed that we replicate the learning effect observed
in Mitterer and Reinisch (2013), but no significant interaction
between Location Match and Exposure Condition could be
found. As in Experiment 1, we performed an additional Baye-
sian analysis to see whether the data are more supportive of
an effect that is similar to the one reported by Keetels et al.
(2016) or more likely under a null hypothesis. We calculated
a perceptual learning effect over participants of 0.891 logit
units, which predicts an effect size for the reduction by spatial
location of 0.526 logit units. The actual reduction effect (calcu-
lated in the same way as in Experiment 1) is 0.049
(SE = 0.044), leading to a Bayes factor of 0.062. This means
that the null hypothesis is fifteen times more likely than the
alternative hypothesis.

An additional detail that is worth mentioning at this stage is
that the perceptual learning effects here were less than half as
strong as in the lab-based study of Mitterer and Reinisch
(2013). While many studies (Gould et al., 2015; Kim et al,,
2019; Reinisch & Penney, 2019) reported good data quality
for web-based experiments, we find a strongly reduced per-
ceptual learning effect in the web-based setting compared to
the laboratory results obtained by Mitterer and Reinisch
(2013). Following Cooke and Garcia Lecumberri (2021), we
tested whether such effects are related to the self-estimated
quality of the headphones (see the online repository from foot-
note 1 for this analysis). This was not the case. Moreover,
another aspect of our data supports the validity of web-
based data acquisition. The effect of Continuum Step (i.e.,
the steepness of the identification function) is quite similar in
the present study compared to Mitterer and Reinisch (2013;
i.e., around 1.3 logit units per step). If participants were doing
the task less diligently online, we would expect them to press
buttons randomly more often, which would lead to shallower
identification functions. The lack of a difference in the steep-
ness of the identification functions makes it, in turn, more sur-
prising that the learning effect is clearly smaller in the web-
based setting. Note, however, that for perceptual learning, par-
ticipants need to encode the “unusualness” of the ambiguous
stimuli during the whole exposure phase. This suggests that
for single-trial responses, the quality of web-based data may
match that of lab-based settings, but effects that rely on partic-
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Fig. 2. Mean proportion of /s/ responses for the two exposure conditions over the continuum in Experiment 2. Point symbols indicate the exposure condition (circles = amb2f,
triangles = amb2s). Location match is coded by line type (dashed lines= “same location in exposure and test”, solid lines = “opposite location in exposure and test”) and with dodged
positions to increase readability. Error bars show the confidence interval estimated through the function summarySEwithin from the R package Rmisc (Hope, 2012/2014).

Table 3
Results from the generalized linear mixed-effects model for the likelihood of /s/-responses
during the test phase of Experiment 2.

Estimate (SE) z p
Intercept —2.765 (0.17) —16.261 <0.001
Exposure Condition 0.856 (0.334) 2.563 0.01
Location Match 0.154 (0.059 2.591 0.01

25.352 <0.001

( )
Step 1.346 (0.053)
(0.119) 1.225 0.221

Exposure Condition * Location Match 0.145 (0.119

ipants encoding the study’s history may have to deal with smal-
ler effect sizes in an online setting. This does not mean that
such effects cannot be observed, after all, a perceptual-
learning effect was found here and by others (Papoutsi,
Zimianiti, Bosker, & Frost, 2023; Tzeng, Nygaard, &
Theodore, 2021) but our data suggest that they may be weaker
in an online setting.

At this juncture, our data indicate that the strong reduction in
learning in speech perception due to spatial location does not
necessarily occur in a paradigm using a lexical bias with a sin-
gle exposure phase with a large amount of variation and fillers.
However, this design differs in many factors from that of
Keetels et al. (2016). Therefore, it is difficult to ascribe the dif-
ferences in results to one factor. The two most salient factors
are the use of the visual modality and the amount of variation
within the exposure set. The use of the visual modality may be
important because location is processed with greater precision
in vision than in audition. Therefore, in Experiment 3, we make
use a stimulus set in which learning is induced by lip-reading,
but based on a stimulus set of more than 100 stimuli (Reinisch
& Mitterer, 2016) and without repetition of ambiguous training
stimuli as in Keetels et al. (2016). Visual stimuli were presented
either on the right or left side of the screen and the audio was
fully panned to the right or left speaker (as in Keetels et al.,
2015)—despite the previously discussed low ecological valid-
ity of this stimulus set-up—to maximize the possibility to find
an effect of spatial location on perceptual learning.

4. Experiment 3
4.1. Method

4.1.1. Participants

We aimed at recruiting 60 participants with valid data.
Acquiring 60 data sets that passed data-quality screening
required 62 participants, since two participants failed initial
data quality checks (see Procedure for details). Participants
were recruited from the Prolific.co platform with the constraints
that their native language was German and that they were
aged between 18 and 40. After an additional data check, one
of the initially rejected participants could be included after all
(see below for details), so that the final sample contained 61
participants, the mean and median age were 30, with a range
from 20 to 40. Nine were female and 52 were male. Moreover,
within Prolific, the experiment was only accessible from a
desktop computer, not from a tablet or phone.

4.1.2. Stimuli

Stimuli were taken from the study by Reinisch and Mitterer
(2016), which focused on the potential recalibration of the stop
consonants /t/ and /p/ in German. They video-taped a female
native speaker of German uttering 77 nonwords and 121
words. Of these 121 words, 77 were filler words that, as the
nonwords, did not contain the critical stops nor their voiced
counterparts /b/ and /d/. The remaining 44 words were 22 min-
imal pairs with the stops in word-final position (e.g., /alt/ - /alp/,
Engl, ‘old’-‘alp’). For these, the audio tracks were extracted
from the video recordings and continua were generated using
STRAIGHT (Kawahara & Irino, 2005). An ambiguous step was
found through a pretest (see Reinisch & Mitterer, 2016) and
used to replace the original sounds in the videos. This proce-
dure leads to 44 videos each with an ambiguous audio track
that is disambiguated by the visual speech gestures towards
an alveolar or labial stop percept (i.e., /t/ vs. /p/ respectively).

Moreover, four videos containing filler words and nonwords
were additionally edited to contain a green dot that appeared
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between the upper and lower lip of the speaker while she was
uttering the word. These were used for an attention check (see
below). For the current project, we used all these videos and
generated two versions with the audio panned fully to the right
or left channel. For the test phase, we used the same contin-
uum from [?ap] to [?at] as Reinisch and Mitterer (2016), but
used different steps (i.e., steps 3, 6, 8, 10, and 12, of the 20-
step continuum rather than 0, 2, 4, 6, 8, and 10). This was
because the original data showed a small /p/-bias and, more-
over, we aimed for a slightly wider range of the continuum for
web-based testing, to make sure that most participants per-
ceive a difference between the steps along the continuum (at
least the presented endpoints).

4.1.3. Procedure

Participants first performed the same headphone test as in
Experiment 2. Then they were provided with the instruction for
the Exposure phase, which explained that they would see a
speaker uttering a word and their task was to press the
“arrow-up” button the word was an existing word in German
but the “arrow-down” button if it was not. Moreover, they were
told that, sometimes, a green dot would appear on the videos,
and if they see the dot, their task was to press the space bar.

The exposure consisted of 144 trials in total of which 22 tri-
als were critical exposure trials. Half of these trials presented
an ambiguous audio track but a clear visible speech gesture.
The other half of these trials presented “congruent” AV stimuli
with the audio using a continuum endpoint presented with the
congruent visual speech gesture (i.e., [p] audio presented with
a labial closing gesture). Without such contrast stimuli, partic-
ipants might simply learn that the speaker does not produce
clear stops rather than learning that either the alveolar or labial
stop only is produced in a somewhat unclear fashion.

Within these critical exposure trials, the main exposure con-
dition and exposure side was implemented between-
participants, so that half of the participants were presented with
clear [p] and ambiguous sounds biased towards [t] (i.e.,
ambiguous = [t], “amb2t”) while the other half were presented
with the opposite (i.e., ambiguous = [p], “amb2p”). These 22
exposure trials were embedded within 132 filler trials (77 non-
words and 55 words), eight of which contained a green dot
appearing on the speaker’s face. For the online experiment,
forty different random orders of these 154 trials were gener-
ated, twenty each with a /p/-bias and twenty with a /t/-bias, half
of which had the exposure stimuli presented on the left or right.

The test phase was audio-only and presented the stimuli for
all participants through either the right or left headphone
speaker (on different trials). The five steps of the continuum
were presented seven times each on the right and left side.
While this is a relatively short test phase, the earlier study
(Reinisch & Mitterer, 2016) had shown that the perceptual-
learning effect dissipates more quickly with audio-visual than
lexical disambiguation of the critical stimuli.

The experiments were controlled with jsPsych (de Leeuw,
2015). After the headphone check, the instruction of the expo-
sure phase presented one example of the catch trials with the
green dot twice, as to fully alert participants about the attention
check. For the exposure phase, the “video-keyboard-respons
e” plugin of jsPsych was used as a template. This template
was slightly changed so that the screen contained a table that

spanned the whole screen, and the video was aligned to the
left or right position using the “float: left/right” style attribute of
the video. The altered plugin is available in the online reposi-
tory. On the bottom of the screen, the instructions were
repeated (arrow-up” = word, “arrow-down” = nonword).

The test phase was using the orthographic
transcriptions < aap > and < aat> (both nonwords in German)
as prompts stacked on top of each other, and (as in Experi-
ment 2) participants responded with an arrow-up or -down key.

The experiment was initially opened for 50 participants.
After 50 participants had participated, it was checked how
many valid data sets were available in each of the four possible
combinations of exposure and exposure side. Additional
checks were made after 56 and 60 participants to balance
the number of exposure conditions. This was achieved by
slightly changing the script so that combinations that already
were completed by 15 participants were made unavailable in
the randomization procedure. Of the 62 participants who par-
ticipated, 61 could be retained.® Thirty were exposed to an
amb2t exposure list and thirty-one to amb2p exposure list.

4.2. Results and discussion

The data from one participant was excluded from further
analysis because all catch-trials were responded to as
lexical-decision trials, indicating no or at least limited attention
to the visual stimuli. For the remaining 61 participants, at least
six out of eight catch trials (mean correct: 91.3%) were
responded to correctly and lexical decision performance was
93.7% correct overall with the lowest accuracy of a participant
at 78.8%. Note that lexical-decision on critical trials cannot be
used to test whether participants perceived the stop as
intended, because both /alp/ and /alt/ lead to a “yes-response”.

Fig. 3 shows the performance during the test trials. The
results show a perceptual learning effect with more /t/
responses for the amb2t group than the amb2p group (i.e., tri-
angles above squares in Fig. 3). This effect is not obviously
altered by the match in spatial location between exposure
and test. While there is a larger separation (i.e., a larger learn-
ing effect) with matching spatial location (i.e., a larger separa-
tion for the dashed than the solid lines) for the second
continuum step, no such difference or a slight difference in
the opposite direction is observed at the other continuum
steps. This is also evident in the statistical analysis with a gen-
eralized linear mixed-effects model using a binomial linking
function, contrast-coded predictors, and the maximally con-
verging random-effects structure (which contained only a slope
for match). This analysis (reported in Table 4) revealed a signif-
icant learning effect, but no moderation of this effect by a
match in spatial location between exposure and test.

® During data collection, we performed a semi-automated fast data-quality check to
determine whether a data set was usable (i.e., most catch trials were responded to
correctly). Two data sets failed the initial check, leading us to collect data from 62
participants. Upon checking after data collection, it turned out that one participant failed the
semi-automatic check, because, just for this participants, true and false in the output were
written in capitals but the semi-automatic data check expected the critical variable value to
be case-sensitive. Therefore, the semi-automatic data check wrongly marked this
participant as inattentive, even though they answered correctly on all catch trials. This is
why we re-entered this participant's data to the final dataset, leading to a total of 61
participants.
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Fig. 3. Mean proportion of /t/ responses for the two exposure conditions over the continuum in Experiment 2. P Point symbols indicate the exposure condition (circles = amb2p,
triangles = amb2t). Location match is coded by line type (dashed lines= “same location in exposure and test”, solid lines = “opposite location in exposure and test”’) and with dodged
positions to increase readability. Error bars show the confidence interval estimated through the function summarySEwithin from the R package Rmisc (Hope, 2012/2014).

Table 4
Results from the generalized linear mixed-effects model for the likelihood of /s/-responses
during the test phase of Experiment 2.

Estimate (SE) z p
Intercept 0.192 (0.229) 0.841 0.401
Exposure Condition 1.128 (0.459) 2.46 0.014
Location Match 0.094 (0.153) 0.614 0.539
Step 8.62 (0.27) 31.91 <0.001
Exposure Condition * Location Match 0.173 (0.307) 0.563 0.573

As in the previous experiments, we also calculated a Bayes
Factor. The alternative hypothesis was based on the results of
Keetels et al. (2016) with a 59% reduction of learning; and this
hypothesis was compared to a null hypothesis. As before, we
calculated for each participant how their identification of the
test stimuli differed in the location match and mismatch condi-
tions, taking into account the expected directionality (more /s/
responses for the amb2s group in the match condition, but
fewer /s/ responses for the amb2f group in the match condition,
that is, a larger learning effect in the match condition). Based
on the mean and standard error of this measure, the resulting
Bayes Factor is 0.137, representing substantial evidence for
the null hypothesis.

Finally, a reviewer suggested that the discrepancy between
our data and that of Keetels et al. (2016) is due to the fact that
we did not include a fixation point in the visual display, so that
listeners would look at the speaker and thereby annihilate any
spatial disparity within a retinotopic coding. While this is a pos-
sible explanation, we deem this unlikely. According to the Pro-
cedure described in Keetels et al. (2016), participants in that
study were neither instructed to keep looking at the fixation
point nor were any data reported that they did so. It is therefore
unlikely that participants kept looking at the fixation point, given
the well-documented effects of visual movement on visual
attention (for a review, see van der Heijden, 1992), which
would lead to the automatic response to look at the moving
face. This makes it unlikely that the presence of a fixation point
in the display is a likely explanation for the different results.

Note, however, that the preceding BF analyses that this
does not mean that the current data make it unlikely that there
is any reduction due to spatial location. To assess the possibil-
ity for some reduction of the learning effect due to position mis-
match, we used weaker versions of an alternative hypothesis,
in which the assumed reduction of learning by a mismatch in
location is assumed to be less than the nearly 60% observed
in Keetels et al. (2016). Therefore, we calculated the BF for
a reduction of 50% to 10% in steps of 10%, first for each exper-
iment individually and then for the whole data set. Given such
“point” hypothesis (i.e., the reduction is 10%, 20%, etc.), the
cumulative BF can be found as the product of the individual
BFs (see Dienes, 2014, supplementary materials, note 4 on
meta-analysis). As Table 5 shows, the analysis of 10% steps
suggests that even smaller amounts of reduction are unlikely
given the data. Only for the smallest assumed reduction of
10% is the BF slightly favoring the alternative hypothesis. This
suggests that it is unlikely that perceptual learning is strongly
constrained by spatial location when tested with a paradigm
that uses a long exposure phase with variation and many
fillers.

5. General discussion

The purpose of this study was to evaluate the scope of loca-
tion specificity in perceptual learning in speech. The results
indicate that spatial selectivity is likely not a general property
of perceptual learning in speech. Three experiments with an
exposure phase containing many different stimuli failed to find
any evidence for spatial selectivity. As for the amount of spatial
separation, Experiment 1 used a separation of about 60
degrees in a lab-based setting, Experiment 2 used a virtual
separation of 90 degrees, and Experiment 3 presented the
sounds on the right and left speaker of headphones, hence
used a full separation. A Bayesian analyses showed that the
results are more supportive of a null effect than of the effect
observed in Keetels et al. (2016). The combined evidence of
these studies indicates that spatial selectivity is not an inalien-
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Table 5

Bayes Factors comparing the null hypothesis versus different alternative hypothesis in terms of reduction of learning due to spatial location.

Reduction by BF (Exp1) BF (Exp2) BF (Exp3) Cumulative BF Interpretation

50% 0.306 0.078 0.160 0.003 Very Strong for HO

40% 0.411 0.109 0.232 0.048 Strong for HO

30% 0.558 0.171 0.384 0.037 Strong for HO

20% 0.742 0.353 0.775 0.203 Substantial for HO

10% 0.917 1.062 1.711 1.667 Barely worth mentioning for H1

Note: Interpretations are based on Jeffreys (1961).

able property of perceptual learning in speech. Instead, spatial
selectivity of perceptual learning has only been observed when
tested in a paradigm with minimal variation and repeated
exposure-test cycles (Keetels et al., 2015, 2016) but not in
paradigms with a large amount of variation during exposure
as were used in the present study.

The difference in sensitivity to spatial location adds to the
differences between these experimental paradigms that were
introduced in the introduction. Experiments using one long
and varied exposure phase tend to provide different results
than those using minimal-variation and often multiple
exposure-test cycles. The former are more effective with lexi-
cal biases than visual biases (Reinisch & Mitterer, 2016) while
the reverse is observed with the latter (van der Linden &
Vroomen, 2007). The former paradigm with variation during
exposure also leads to learning effects that are more resistant
to testing than the latter (see the new analyses of the data of
Mitterer & Reinisch, 2013, in Mitterer & Reinisch, 2022). The
two paradigms are similar in that they manage to change the
perception of an otherwise ambiguous stimulus based on an
exposure phase (Kleinschmidt & Jaeger, 2015). Despite this
superficial similarity, it is conceivable that they rely on different
mechanisms. After all, both, showing an image of a male or
female speaker (Johnson et al., 1999) and presenting a
rounded versus unrounded vowel (Mitterer, 2006) shift the per-
ceived/reported category boundary between /s/ and /{/ but few
would argue that those two effects rely on the same mecha-
nism, even though they lead to the same effect. Moreover, to
our knowledge, there have been no studies that critically
appraised whether the two perceptual learning paradigms dis-
cussed here really reflect a similar mechanism. For instance,
with the paradigm using a single, long, and varied exposure
phase, it has been found that learning generalizes over sylla-
ble position and vowel context (Jesse & McQueen, 2011;
Nelson & Durvasula, 2021), generalizes strongly to a new
set of words (Mitterer et al., 2011) and generalizes when the
perceived speaker is different (Eisner & McQueen, 2005;
Reinisch & Holt, 2014). To our knowledge, none of these gen-
eralizations have been shown in the paradigm with minimal
variation and repeated exposure-text cycles, and we predict
that few and possibly none of them can be observed.

Regarding the issue of spatial selectivity of perceptual
learning, there are at least two possible conceptualizations to
best characterize the difference in outcomes between the
two learning paradigms in previous studies and the present
experiments; that is, paradigms with relatively generalizable
learning that have a single, long, and varied exposure phase
versus highly context-specific learning in the paradigm with
minimal variation and repeated exposure-test cycles. Firstly,
Heald et al. (2023) argue that whether context, or a specific

aspect of the context, plays a role in learning or not depends
on how important a given context is to the perceiver. Clearly,
with an impoverished stimulus set, perceivers may weigh
non-linguistic context as relatively important but when there
is a large set of words, spatial location becomes an unimpor-
tant feature for the perceiver. Moreover, the fact that spatial
location varied during exposure in the studies by Keetels
et al., (2015,2016) but not in the current studies might have
highlighted the importance of spatial location.” Note that under
this account, the learning mechanism for both paradigms would
be the same; the only difference would be the salience of the
spatial location given the amount of variation in the linguistic
input.

A second account refers to another dissociation in learning
that has been observed by Gaskell and Dumay (2003). They
found fast learning of new words and slow integration of that
learning into the linguistic system. A similar dissociation may
be possible with regard to perceptual learning, where repeated
exposure to minimal variation leads to episodic learning while
exposure to different examples embedded in large set of fillers
may lead to more generalized perceptual learning. In this con-
ceptualization, the different types of paradigms may give rise to
different types of learning.

While our data is compatible with both accounts, one previ-
ous finding makes the latter explanation more likely. Percep-
tual learning has often been categorized as speaker-specific,
but this overlooks a nuance in the actual findings (Creel
et al.,, 2008; Kleinschmidt & Jaeger, 2015). Eisner and
McQueen (2005, Exp 3) found that perceptual learning did
not necessarily generalize from one speaker to another. This
could easily be interpreted in the framework of context-
dependent encoding, so that listeners take the context of a
given speaker as crucial in applying the perceptual learning.
This explanation, however, fails to account for another finding
of the same study (Eisner & McQueen, 2005, Exp 2). Here, the
VC tokens used during test consisted of vowels from a different
speaker to which the fricatives from the exposure speaker
were spliced onto. In a post-experiment questionnaire, more
than two thirds of the participants indicated that they had
noticed a change in speaker between exposure and test phase
with these “hybrid” tokens. However, the learning effect was of
a similar size as in the same-speaker condition. That is, the
perceived identity of the speaker is not relevant for perceptual
learning to generalize but rather the acoustic similarity of the
ambiguous segment is crucial (see also Reinisch and Holt,
2014). These findings cannot be explained by assuming that
listeners use speaker identity as a relevant context in percep-

7 Note that this would have little repercussions outside the lab; in normal conversations
the use of eye gaze in natural conversations (Rossano et al., 2009) is conventionalized so
that relative spatial location is relatively constant in natural interactions.
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tual learning because that would predict that a difference in
perceived speaker identity should lower the transfer. This rea-
soning about the role of context then suggests that perceptual
learning in the paradigm with a long and varied exposure
phase is of a fundamentally different nature than that in the
paradigm with minimal variation and repeated exposure-test
cycles. Consequently, the two paradigms cannot be used inter-
changeably. However, this issue may need to be reappraised if
the types of generalization found with one paradigm (see
above) can also be observed with the other.

In the current context, however, the data at the very least
show that perceptual learning is not necessarily constrained
by spatial location - at least with one long and varied exposure
phase. It seems that, when participants encounter variation
during the exposure phase, spatial location of these tokens
is not important for perceptual learning. This has two repercus-
sions for the discussion about the nature of pre-lexical repre-
sentations in spoken-word recognition. First of all, it means
that findings with the paradigm using one long and varied
exposure phase cannot easily be discounted as evidence for
the shape of these units, because the perceptual-learning task
is not necessarily sensitive to low-level features that would
place it outside the domain of linguistic processing. However,
the flip side of this argument is that paradigm with minimal vari-
ation may not be well suited to delineate the pre-lexical repre-
sentations in spoken-word recognition. In this paradigm,
learning is spatially selective, and we agree with Bowers
et al. (2016) that this makes it unlikely that this paradigm is
revealing properties of linguistic processing, which is generally
considered to be spatially unspecific. When a design with min-
imal variation and repeated exposure-test cycles was used to
delineate linguistic units by Reinisch et al., 2014, they found
surprisingly specific learning. Learning was found consistently
only for the trained contrast and did not generalize to other
continua differing in manner but sharing the same place of
articulation (/a[’/g]la/ — /a[™,]a/). Similarly, no generalization
was found to the same phoneme contrast cued by different
acoustic cues (/a[b/d]a/ —/i[°/4]i/ where in the former place of
articulation is mostly cued by formant transitions and in the lat-
ter it is mostly cued by the spectrum of the burst release). Even
generalization to the same phoneme contrast when cued both
by formant transitions (/a[®/gla/ —/u[’/4qJu/) was not found.
Given that findings obtained with a design using minimal vari-
ation may not generalize to designs using one long and varied
exposure phase, we must ask whether these results can be
taken as evidence for highly specific prelexical representa-
tions. Fortunately, most of these results have in the meantime
been replicated with a paradigm using one long and varied
exposure phase. The non-generalization of learning across
manner of articulation (/a[®/4]a/ — /a[™/,]a/) have been reported
in different labs using such a paradigm (Mitterer et al., 2016b;
Mitterer, Cho, & Kim, 2016; Reinisch & Mitterer, 2016;
Schumann, 2014). Regarding the non-generalization to differ-
ently cued versions of the same phoneme (e.g., from /a[®/4]a/
to /i[’/4]i/), similar results have also been observed by two stud-
ies using one, long and varied exposure phase (Mitterer et al.,
2013; Mitterer & Reinisch, 2017). Only the last finding by
Reinisch et al. (2014), a lack of generalization across phono-

logical context cued by similar acoustic cues lal’lglal —=/u[®lg]
u/), has not yet been replicated with another paradigm. It is
conceivable, that learning might generalize in this condition
where more variable input is presented. This is an avenue
for future research.

In summary, the current data indicate that perceptual learn-
ing for speech perception in exposure-test paradigms is not
always spatially selective. Spatial selectivity only seems to
be involved when tested in a paradigm with minimal stimulus
variation and short exposure-test block alterations. Our data
indicate that the use of a visual bias versus a lexical bias does
not seem to be a crucial variable in this respect. What is impor-
tant is the amount of variation in the exposure set. At this
stage, it is unclear whether spatial selectivity is only observed
when exposure and test stimuli are identical, or whether it also
could be observed with minimal variation as in the study of Van
der Linden and Vroomen (2007). While this is an avenue for
further investigation, the current data, viewed together with
those of Keetels et al., (2015,2016), indicate that studies on
perceptual learning of linguistic representations requires a suf-
ficiently sized stimulus set. This is, from an experimental point
of view, not good news, because this makes implementing
studies not only more laborious but also makes it more difficult
to control phonetic detail. The flip side of this point is that stud-
ies based on a varied, well curated, phonetically well-
motivated input are likely to provide ecologically valid results.
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Appendix

Table A1: Critical word in the exposure phase of Experiment
1 and the ambiguous fricative used for the ambiguous
stimulus.

word ambiguous token source
roof coda_rounded

knife coda_unrounded

giraffe coda_unrounded

laugh coda_unrounded
cliff coda_unrounded

handkerchief coda_unrounded
sheriff coda_unrounded
handcuff coda_unrounded
earmuff coda_unrounded
cough coda_unrounded
dolphin medial_unrounded
buffalo medial_unrounded
butterfly medial_unrounded
elephant medial_unrounded
telephone medial_unrounded
jellyfish medial_unrounded
foot onset_rounded
fork onset_rounded

fan onset_unrounded
fish onset_unrounded
feather onset_unrounded
finger onset_unrounded
horse coda_rounded
mouse coda_rounded
greenhouse coda_rounded
moose coda_rounded
platypus coda_unrounded
police coda_unrounded
ice coda_unrounded
price coda_unrounded
airbus coda_unrounded
cactus coda_unrounded
compass coda_unrounded
humus coda_unrounded
lettuce coda_unrounded

lotus coda_unrounded

minus coda_unrounded
necklace coda_unrounded
palace coda_unrounded
octopus coda_unrounded
dinosaur medial_rounded

seal onset_unrounded
sun onset_unrounded
saddle onset_unrounded
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