
Artificial Intelligence (AI) endeavors to replicate human cognitive functions, heralding a transformative era
in healthcare. This evolution is propelled by the increasing abundance of healthcare data and the rapid
advancements in analytic techniques. This article delves into the present landscape of AI within healthcare,
exploring its diverse applications and contemplating its future trajectory, with keynotes on current policies,
disadvantages, advantages and ethical conundrums it brings to the field. AI's versatility is demonstrated
through its application to a spectrum of healthcare data such as computer vision and providing suggestions.
Within the realm of healthcare, AI is prominently deployed in key disease areas such as cancer, neurology,
and radiology. This article further delves into the possibilities of AI applications in detection and diagnosis,
treatment strategies, as well as outcome prediction and prognosis evaluation (as a tool for the physician).
Despite these advancements, challenges persist in the practical implementation of AI in real-world healthcare
scenarios. This article brings up original ethical arguments supported by other experts in the field who share
the same concerns particularly about accountability. In conclusion, the hurdles and considerations necessary
for effective deployment of AI solutions in healthcare as well as arising limitations are discussed; primarily
through updating policies, adding new ones or working around already established ones.
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The document detailing the EU's policies on AI in
healthcare defines AI as: “when a machine is able to
mimic human intelligence or even surpass it to
perform a given task such as prediction or
reasoning”. However, in this report, the focus is on
one subfield of AI that is dominant in the
healthcare area, namely machine learning and
convolutional neural networks. AI is a tool to assist
humanity or replace them in certain fields if more
capable (2). It can suggest, predict and perform
tasks with a more efficient structure, but with the
obvious consequences of losing the human touch,
sometimes risking data breaches or privacy issues to
doctors or patients' information. Therefore, the aim
of this article is to discuss truths and
misconceptions about AI to influence medical
ffffffffż

professionals and students to educate themselves
about the subject and show its pros and cons to the
field.

Figure 1 (30) : Symbolizing uses of AI in daily life
and within healthcare.

Artificial Intelligence as a Tool
One fundamental aspect of AI's role as an assistant
in healthcare is its proficiency in processing and
analyzing vast datasets at speeds beyond human  
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capability (11)(7). Neural networks, a subset of AI,
excel at recognizing intricate patterns and
correlations in data, making them invaluable in
tasks such as medical imaging analysis, diagnostic
support, and treatment planning. This
augmentation of analytical capabilities can
significantly alleviate the burden on healthcare
professionals, allowing them to focus on nuanced
decision-making, patient interactions, and more
complex aspects of care. The sophisticated neural
network systems, modelled after the human brain,
are adept at processing vast amounts of data and
identifying patterns that might elude the human
eye, for instance in lung cancers (15).

essential qualities to the table, such as empathy,
intuition, and a holistic understanding of patient
needs, which AI, as a tool, currently lacks. . The
human touch in healthcare remains irreplaceable,
encompassing the ability to interpret subtle cues,
provide emotional support, and engage in complex
decision-making that considers not only clinical
data but also individual patient circumstances.
Since AI lacks these human qualities, it cannot
work independently, and the doctors, as argued
cannot work independently on it, thus some form of
education or training on the subject matter is
required. It is crucial to acknowledge that AI
systems are not immune to errors, and their
reliability might be compromised, especially in
situations where inexperience in handling these
technologies comes into play.

Another ethical consideration revolves around the
informed consent of patients regarding the use of
AI in their healthcare. As AI systems become
integral in decision-making processes, ensuring that
patients are adequately informed about the role of
AI in their care becomes paramount. Striking the
right balance between leveraging the benefits of AI
and upholding ethical standards is essential, if it is a
tool we must treat it as such. Multiple tests are
normally performed to confirm a diagnosis using a
variety of tools, this concept mustn't change if AI is
incorporated into the procedure of diagnosing.
Furthermore, we must consider the patient's right to
be informed about all the diagnostic tools being
used. 

One notable distinction between AI and human
practitioners is the nature of responses, particularly
in patient interactions. While AI can provide
consistent and authentic responses, it may lack the
intuitive understanding and emotional intelligence
that humans inherently possess. Research indicates
that AI, despite its advancements, struggles to
accurately detect human emotions and lies, raising
concerns about its ability to discern when patients
may not be entirely forthcoming. (14). As
mentioned previously this further proves it cannot 

Figure 2 : representing the applications of AI and
Machine Learning in Medical Infrastructure (25)

If AIs use is to provide assistance or suggestions to
the matter at hand, it can provide a more accurate
diagnosis or provide alternatives to the physician's
diagnosis. Here arises an issue as perhaps, clinicians
become too reliant on the suggestions of AI using it
as a first hand authority on the diagnosis. This can
lead to inexperienced new doctors who cannot
handle practical issues without the assistance of AI
and are negligent of the patient, as harm was caused
by a breach of duty. The learning curve will be
steeper because newer doctors are not receiving
enough firsthand experience to develop efficiently in
their practice. This can be seen affecting other fields
where education and growth is a major part of
development, (13).Furthermore, giving AI too
much responsibility can easily lead to malpractice
issues, as the doctors aren't intuitive enough to
work independently. Healthcare professionals bring
f
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be used as a sole means of diagnosis along with why
it cannot replace the human physician, people are
needed to identify psychological inferences that
people express. That being said, AI has been proven
to have increased or equal success rates in
diagnosing and monitoring such as in studies
conducted by Bardhan et al (15) and Zhang et al
(16). (refer to figure 3).

though theoretically plausible, practically infeasible
as an occurrence, due to legal and ethical concerns
about AI (1)(18).

The integration of AI in healthcare holds immense
promise, with applications ranging from diagnostic
support to administrative efficiency. Balancing the
benefits of AI with informed consent and mitigating
d

Figure 3:  Probability of Non–Clinically Discrepant Report Across Pathologies (31); The
probability of producing a non–clinically discrepant report (ie, Likert score ≥3) for each read

type across subsets of studies with a given abnormality. Error bars designate the upper and
lower confidence limits of the probability estimate. The number below each label indicates the

study count for that subset.

The question of whether AI can transcend its role as
a tool in healthcare is a subject of ongoing research
and ethical scrutiny. Some argue that AI when
integrated with robust research methodologies, has
the potential to evolve beyond its tool status (20).
However, ethical considerations loom large in this
discourse, necessitating a careful balance between
technological advancements and the preservation of
patient rights and safety. From a utilitarian
standpoint if AI is to provide greater quality care
and more efficient quality care taking less time
technically it ought to transcend its role. It raises
the dilemma that it will make many professions
obsolete and automated, including healthcare roles
and as such AI is given human qualities i.e. the
responsibility to make ethical decisions in medicine; 

the risks of malpractice require a comprehensive
approach. Furthermore, the nuanced differences
between AI and human practitioners in patient
interactions underscore the need for ongoing research
and ethical frameworks. As we delve deeper into the
realm of AI in healthcare, navigating these
complexities becomes imperative to harness the full
potential of these technologies responsibly.



  Identified in the literature
Further considerations proposed by the UK National
Screening Committee Artificial Intelligence task
group

Population

The test set should
represent the whole
spectrum of pathological
and normal findings
encountered in the target
population as well as the
key demographics

The dataset should be representative of the real
screening population, including the full age and
ethnic diversity of the UK population; it should be
sufficiently large to represent women with varying
levels of risk and have uncommon events such as rare
breast pathologies and varied mammographic
features

Population
The test set should be
multi centred

No further comment

Reference standard
Mislabelling should be
minimised (ie,
misclassification)

The choice of an appropriate reference standard to
avoid mislabelling will also depend on its intended
clinical pathway (eg, replacing a human reader,
triage, or add on); screening programmes aim to
detect disease early and are subject to additional
sources of bias that can affect the choice of a
reference standard such as lead time bias, length bias,
differential verification bias, and overdiagnosis

Population

The test set should
account for technical
variations in image
acquisition, including
image quality

For breast cancer screening, the test set should
include films of mixed technical quality (eg,
compression, exposure factors, filters, and
positioning; including technical repeats, and number
and types of views); when AI is proposed as the first
reader of multiple readers in a screening programme,
the threshold of technical recalls due to an inability
to process the data for AI scrutiny can then be
compared with the existing rates of technical recalls
for that programme; with respect to image quality,
there could be a systemic issue in the use of
retrospective test sets if they are only taken from the
final set of images from clinical practice; knowing
how many times the image was taken (ie, a clinician
could not read the image, so it was re-taken until it
could be read) could be difficult; this issue should be
taken into account when test sets are being
considered
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Table 1: List of principles identified in the literature and those proposed by the UK National
Screening Committee Artificial Intelligence task group (27) - Disclaimer: this is a sample of

the original table.

Accountability
In the Deontological ethics of Immanuel Kant,
emphasis is placed on treating everyone equally as
detailed by principles and the intentions of the
legislator and legislated. Medical practitioners
dddddd

follow Kantian principles. In essence, the
application of Kantian ethics to AI raises questions
about the compatibility of Kantian principles with
the intricacies of AI systems and the nuances in
assigning responsibility for their actions. For
example, who is to blame when using a software, is 



it the programmer or the clinician who made use of
it or the AI itself?

Where do we or how do we assign blame or
accountability? Whose competence is it; doctors’ or
programmers’? The World Health Organisation
(WHO 2023) identifies 6 core principles in relation
to AI being: 

Protecting human autonomy1.
Promoting wellbeing, safety and public interest2.
Ensuring transparency, explainability and
intelligibility

3.

Fostering responsibility and accountability4.
Ensuring inclusiveness and equity5.
Promoting that AI is responsive and
sustainable.

6.

Besides this, there are policies in EU law that
regulate AI to reduce errors (18), but errors are
possible. Exploring this, the ethical repercussions of
blaming the AI for mistakes? By stopping the use of
the program, by utilitarian principles; if it was
beneficial to 1000 people but harms 1 therefore 999
people are missing out on the benefits. Thus it is
ethical to perform said action as it does bring the
greatest benefits to the greatest number of people.
Furthermore, to assign blame is to assign a level of
autonomy to the AI, implying it is aware and self-
conscious. The software cannot be treated as a
human being, it being a hardware or software error,
not a malpractice issue.

Looking at human inputs, for example, the
programmer and software company, it can be said
their responsibility lies in ensuring they have
released the safest and most reliable product
according to the laws on AI creation and EU
Liability for AI document. They aren't responsible
for the level of reliability assigned to the AI. AI is a
tool to assist in healthcare, not replace the
physicians' responsibility to their patients. If it is a
tool, then AI cannot be blamed. Who inserted the
program or is responsible for ensuring its continued
efficiency could be to blame as perhaps they
neglected their responsibilities. The doctors' blame
would be case-dependent, the AI predicts and gives

 suggestions but human input is necessary for a
multitude of reasons. AI bases its actions on
statistical analysis and objective functions (32), thus
when receiving false information, it will base its
diagnosis on the “untrue” statement. The software-
based AI cannot detect underlying intent, it is the
physicians' job to diagnose based on the
information and cannot be replaced by an AI. Here
lies the risk of doctors becoming too dependent on
the AI's predictions, agreeably this is incompetency
on the doctors' side, it is the same as trusting
Google searches as a 100% accurate diagnosis.
 

If the technology exists must it be used? One
example is using AI to perform surgeries, due to
many sceptical beliefs on AI, most would disagree
with its use even if it might have a higher success
rate in for example identifying organs as shown in
the study by Hashimoto et.al (11). Though AI is
used for many things, even the autopilot on a plane,
our lives are in the hands of AI often, what is so
different about using it for surgical procedures?
Perhaps it's a psychological belief that medicine is
done by medical professionals and other entities
shouldn't interfere, as to not give AI more power
and stick to an AI alignment mentality where we
treat medicine as a function of humans even if AI
might help. Patients and doctors still aren't fully
comfortable using AI in healthcare situations (19) ,
discovered at least 50% aren’t willing to let AI be
used in their treatment, due to the ethical issues of
loss of autonomy and AI power. 

It would be unethical for AI to replace humans in
this field but to think of the money saved by
reducing tedious work and saving time for
physicians to focus on more important things (20).
Tedious work such as filing, bookkeeping and
records can be quickly and easily done by software.
A major issue is the fear of data being breached
(21), causing loss of autonomy and private details if
a breach were to occur, AI does formulate said
information into databases where if leaked,
hospitals and clinicians would lose valuable patient
data. This issue is that if clinicians were initially too 
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reliant on said AI providing information, a
consequence of this would be that medical
professionals would be lost when faced with
situations without AI assistance.

Mislabeling is a common mistake in hospitals yet
has catastrophic effects not only on the significant
waste of resources but also on the trust put into the
healthcare professionals as late diagnoses are given
or misinformation is believed (28). This is easily
avoidable when using AI whose rate of making
these mistakes is far less, at an accuracy that is
markedly higher. Evidence from research done in a
study published in the journal Nature (22), found
that AI algorithms were able to identify cancer in
mammograms with an accuracy of 99%, compared
to 85% for human radiologists. It must be noted
that when trained versus not trained some studies
have found no significant difference in AI
improving quality of care even when physicians are
trained to use them. AI alone indubitably has made
strides even when compared to human specialists,
yet is still likely to make a mistake as it is not
perfect and this is why a consultant is necessary to
affirm the AI's hypothesis. 

The integration of AI in healthcare brings forth
intricate ethical challenges that extend beyond
conventional solutions, necessitating an adaptive
approach. Continuous education and conditioning
for healthcare professionals are important towards
their understanding of the evolving world of AI.
Ethical considerations encompass safeguarding
patient rights and safety, requiring robust guidelines
for data confidentiality, informed consent, and
addressing biases in AI algorithms. Simultaneously,
instilling a sense of self-responsibility within the
medical community emphasizing practitioners' role
as stewards of patient well-being. Balancing
technological innovation with human-centred care
calls for collective efforts from medical
professionals, policymakers, and technology
developers. 

In recent years, the integration of Artificial
Intelligence (AI) in healthcare has garnered
significant attention and sparked numerous debates
( 18)(24). One of the primary challenges faced is the
lack of education among healthcare professionals
regarding the effective use of AI technologies.
Addressing this issue is crucial for the successful
implementation of AI in healthcare settings.
Research studies, such as the one conducted by
Topol EJ, et al (3), emphasize the need for targeted
programs to educate healthcare professionals on AI
applications and provide comprehensive training.
These programs not only enhance the
understanding of AI systems but also aim to
mitigate the problem of user error associated with
inexperienced users interacting with these advanced
technologies. 

User error in the context of AI in healthcare can
have serious consequences, underscoring the
importance of proper training. A study by Sujan et
al (4), identified instances of user error in the
interpretation of AI-generated diagnostic
recommendations. However, the study also
highlighted that with adequate training, the
incidence of errors significantly decreased. This
supports the notion that education and training are
pivotal in reducing errors, ensuring the accurate
interpretation of AI-generated insights, and
ultimately improving patient care.

The impact of training on patient care is a critical
aspect that cannot be overlooked. A study by
Rajkomar et al  (5), explored the application of
deep learning algorithms in healthcare and found
that, when used by well-trained healthcare
professionals, AI technologies contributed to
improved diagnostic accuracy and treatment
recommendations. Patients, in turn, expressed
greater confidence in the care provided by
healthcare professionals who had undergone
specialized AI training. This underscores the
positive correlation between proper training,
reduced user error, and enhanced patient
confidence.

28
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Despite the potential benefits of AI in healthcare,
limitations stemming from existing policies can
impede its widespread adoption. Policies are often
in place to prevent ethical dilemmas and avoid a
slippery slope effect. Addressing these limitations
requires a careful examination of current policies
and the development of solutions to overcome
existing setbacks. Delving into the ethical
considerations surrounding AI in healthcare
suggests that a reassessment of policies is necessary
to accommodate the evolving landscape of
healthcare technologies (6).

The limitations of AI in healthcare are not solely
confined to policy issues; they also extend to public
perception and stigma. A study by Meskó et al (7),
revealed that a significant portion of healthcare
professionals harbour reservations about AI due to
concerns about job displacement and a perceived
lack of understanding of these technologies. This
stigma can hinder the adoption of AI in healthcare
settings (29). Acknowledging and addressing these
concerns through targeted educational programs
and awareness initiatives can contribute to
dispelling myths and fostering a more positive
attitude towards AI. (refer to figure 4)

Proposing comprehensive systems to address the
challenges associated with AI implementation is
imperative. This includes the development of
programs to educate healthcare professionals,
regular updates to software to enhance performance
and security, and pretrial testing of AI applications.
Additionally, incorporating educational modules to
familiarize users with AI systems before deployment
and restricting the use of AI to specific contexts
where it serves as a tool to assist rather than replace
human judgment are essential components of an
effective strategy. These proposals align with the
findings of research by Krittanawong et al (8), who
emphasize the importance of a systematic approach
to the integration of AI in healthcare to ensure its
responsible and effective use.

The successful integration of AI in healthcare
necessitates a multifaceted approach that addresses
challenges related to education, policies, and public
perception. Research studies provide valuable
insights into the effectiveness of training programs,
the impact on patient care, and the existing
limitations and stigmas surrounding AI in
healthcare. By leveraging these insights, healthcare
systems can develop informed strategies to educate 
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Figure 4: Medical students' perspectives on clinical AI, Statements 1 to 4 assessed respondent
awareness and knowledge of clinical AI. Statements 5 to 9 assessed the attitude and

acceptability of clinical AI. Statements 10 to 13 assessed respondent perception of the
relationship between physicians and clinical AI. (29)



professionals, reassess policies, and foster a positive
environment conducive to the responsible and
effective use of AI in improving patient outcomes.
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Conclusion
The goal of this article is to educate and aid medical
professionals about the use, benefits and
disadvantages of AI. The ethical repercussions of
AI and the possibility of a slippery slope are
discussed. This work took note of the current
standing policies and the possibility of improving
upon them in such a way that the possibility for
overuse is acknowledged, with the aim of improving
the medical community as a whole. With proper
education and sufficient knowledge, healthcare
professionals can ethically use AI. In such a manner
as to overcome current issues of stigma against
using AI and change future views and opinions such
that every weapon in the arsenal within healthcare
is used.
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