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Abstract:  
 

Purpose: This paper presents GraphRAG, a novel tool that integrates large language 

models (LLMs) with knowledge graphs to enhance the precision and consistency of 

responses generated from unstructured text data. The primary objective is to improve the 

quality of information retrieval and synthesis for complex user queries requiring 

comprehensive understanding. 

Desugn/Methodology/Approach: The GraphRAG framework processes source 

documents by dividing them into smaller fragments (chunks) to facilitate knowledge 

extraction. Using community detection algorithms, such as the Leiden algorithm, GraphRAG 

identifies semantic clusters within the knowledge graph, enabling both local and global 

information retrieval. The tool employs a multi-stage analysis approach, leveraging prompts 

to detect entities and relationships in the text, which are then organized into structured graph 

nodes and edges. 

Findings: The experimental results reveal that smaller chunk sizes (e.g., 300 tokens) 

significantly improve the granularity of detected entities and relationships, leading to a more 

detailed knowledge graph structure. This approach enhances response accuracy for 

knowledge-intensive queries by enabling the LLM to focus on specific text segments, 

improving the precision of extracted information. 

Practical Implications: GraphRAG has practical applications in any domain where 

accurate and context-rich responses are essential, such as customer support, decision-

making, and research analysis. By balancing chunk size and processing efficiency, the tool 

enables scalable analysis while maintaining high data quality, making it a valuable asset for 

knowledge-intensive tasks. 

Originality/Value: This research contributes to the field by demonstrating an effective 

integration of LLMs with knowledge graphs to process large text corpora. GraphRAG’s 

method of combining local and global retrieval through knowledge graphs represents an 
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advancement over traditional retrieval-augmented generation methods, especially in 

scenarios requiring detailed information synthesis. 
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1. Introduction 

 

Large language models (LLMs) play a key role in natural language processing, 

enabling the generation of consistent and contextually relevant responses to a variety 

of user queries. One area of research related to LLM development is the integration 

of external knowledge by building knowledge graphs that support language models 

to better understand and generate information based on real facts (Wu et al., 2022) 

(Przysucha et al., 2024).  

 

However, the challenge for such models remains to make effective use of huge 

collections of unstructured text data, especially in cases of queries that require a 

global understanding of the topic (Lewis et al., 2020). 

 

Traditional Retrieval-Augmented Generation (RAG) approaches rely on direct 

search and the inclusion of text snippets semantically related to the query. However, 

these methods often fail when queries require synthesizing information from 

multiple sources or when data are incomplete (Lewis et al., 2020).  

 

To overcome these limitations, research is increasingly focusing on integrating 

knowledge graphs with language models to represent individuals and the 

relationships between them in a more structured way that supports the response 

generation process (Ji et al., 2022; Hogan et al., 2021; Lewis et al., 2020). 

 

GraphRAG, a tool developed by Microsoft, is an innovative approach that combines 

LLM capabilities with knowledge graphs to efficiently process data and generate 

responses to user queries in a more consistent and precise manner (Bi et al., 2019). 

Applying the Leiden algorithm to detect communities in a knowledge graph enables 

better contextual understanding and semantic clustering of data, which supports both 

local and global information retrieval (Kang et al., 2023). 

 

This approach overcomes the limitations of traditional RAG methods, enabling 

language models to not only better understand context, but also to provide more 
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comprehensive and complex answers, especially in tasks requiring information 

synthesis, trend identification, or guiding themes in large text corpora (Lewis et al., 

2020; Bi et al., 2019). 

 

2. Building Graphs 

 

GraphRAG is a tool that allows you to build a knowledge graph to efficiently answer 

queries based on unstructured data. The process consists of several key steps that 

step-by-step transform raw documents into a structured graph structure for 

generating consistent answers to user queries. 

 

The entire process begins with source documents, which contain texts that require 

analysis, such as articles, reports or other resources. These documents are 

transformed into smaller fragments (called chunks) to facilitate further processing. 

Each text fragment is subjected to a specially tailored summarization process, taking 

into account the specific knowledge or area from which the material comes. The 

purpose of this stage is to extract key information about the structure of the data and 

text. 

 

The tool then identifies the individual units in the text that constitute the elements of 

the knowledge graph. These can be people, organizations, places or other relevant 

elements included in the content. Each of these elements is described in a manner 

tailored to the specific area under study. Such customization improves the results of 

the analysis in a contextual sense.  

 

Next, community detection is performed. The tool is designed to group related 

elements based on their interrelationships. These communities are created using 

special algorithms, such as the Leiden algorithm, which effectively detects 

hierarchical structures in large-scale graphs (hundreds of thousands or millions of 

nodes). 

 

For each detected community, summaries are created that allow the user to better 

understand the structure of the data and the relationships between graph elements. 

These reports help in data analysis, especially when there are questions about the 

totality of available information.  

 

Based on these community summaries, GraphRAG generates answers to user 

queries. These answers are formulated based on specific questions, and each 

question can refer to several communities simultaneously. This process allows the 

creation of fragmented answers, which in subsequent steps are combined into an 

overall answer. 

 

Ultimately, the tool creates a global answer to the user's question. By collecting 

fragments of answers from different communities, GraphRAG generates a consistent 

and complete summary. In this way, the entire knowledge graph structure is used to 
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efficiently process and answer questions that require extensive analysis and 

synthesis of information. 

 

The GraphRAG tool pipeline built in this way allows the effective use of language 

models to generate answers to questions based on complex data sets, combining 

knowledge graphs and LLM. 

 

3. Document Division 

 

In the process of graph construction, the key step is to divide the documents into 

smaller fragments, called chunks, and identify the relevant units and the 

relationships between them. This step determines the efficiency of data processing 

and the quality of the built graph. Each step in the process is aimed at accurately 

identifying and organizing data to enable later responses to complex user queries.  

 

This is an important aspect of graph design, as the level of detail with which data is 

shared affects the efficiency of subsequent analysis. By default, GraphRAG divides 

documents into chunks of about 1,200 tokens. Tokens are the smallest units of text, 

which can consist of individual words or characters. 

 

Choosing the number of tokens at 1,200 is a compromise that strikes a balance 

between the accuracy of the analysis and the efficiency of processing large amounts 

of data in a short period of time. Smaller chunks of text (fewer tokens) allow for 

more detailed analysis and the detection of more units and relationships, which 

improves the precision of the results. However, the smaller the chunks, the more 

computational resources are required to process the entire data set, which can 

increase the operation time. 

 

On the other hand, larger chunks of text, with more tokens, make it possible to 

process more data at once, which reduces the number of operations needed for 

analysis, thus reducing processing time.  

 

However, this may come at the expense of accuracy - in larger chunks, the model 

may overlook some entities or relationships, especially those that occur in less 

obvious contexts. The size of the chunks therefore has a direct impact on the number 

of units (nodes) and relations (edges) detected in the data. 

 

The next step in the graph construction process is the detection of nodes and edges 

between them. To do this, GraphRAG uses the Large Language Model (LLM), 

which processes previously segmented text fragments using specially designed 

prompts (text commands). 

 

The main goal of this step is to identify all relevant elements in the text. These 

entities, as mentioned earlier, can represent different entities (people, organizations, 

products, places or other categories depending on the specifics of the document). 
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The detection process is carried out by means of a multi-part prompt, which guides 

the model step by step through the analysis of the text. 

 

The basic prompt consists of the following sections: 

 

Purpose of action: Explains the task, which is to identify all units of specific types 

from the document and all relationships between these units. 

 

Figure 1. Multi-part base search prompt 

 
Source: Own study.  
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The base version of the Prompt is shown in Figure 1. 

 

Steps: Specifies the steps the model is to take to complete the task. The model starts 

by identifying the units and then moves on to identifying the relationships between 

them. 

 

➢ Identification of units: For each entity detected, the model extracts its name, 

type and detailed description. For example, for an entity representing a 

person, this could be data on name, function and work activity. 

➢ Relationship identification: Once entities are detected, the model analyzes 

which entities are related to each other. If a relationship is detected between 

two units, the model creates a description of that relationship and assigns a 

strength (in the form of a numerical score) that determines how strong the 

link between them is. 

➢ Data format: All units and relationships are returned as a list, with the data 

formatted accordingly. The model extracts the units and relationships in a 

structured form, which allows for further processing and building a 

knowledge graph. 

 

To increase the accuracy of unit detection, GraphRAG uses additional procedures, 

based on heuristics, to identify as many elements as possible that the model can miss 

in the first phase of analysis. In the multi-stage processing, the model is asked 

whether all units have already been detected. If the model finds that any elements 

have been missed, it repeats the search and turns its attention to detecting all 

possible units.  

 

This multiple detection cycle increases accuracy, especially in cases where some 

entities are difficult to identify due to ambiguous context or specific linguistic forms. 

Through this process, the model is able to build a more complete and accurate 

knowledge graph.  

 

After the initial phase of detecting entities and relationships, the next step in the 

graph building process is to organize the detected elements into community 

structures that reflect the connections between nodes in the graph. This process uses 

algorithms for community detection, in which nodes with stronger connections are 

clustered together to better understand the interrelationships between individuals. 

 

The graph created from the data of the previous stages is a homogeneous, undirected 

and weighted model. This means that nodes (representing detected entities, e.g., 

people, organizations, places) are connected by edges (relations) of varying strength, 

which depends on the number and quality of detected relation instances.  

 

The weights of the edges represent normalized counts of relation instances between 

entities. At this stage, various community detection algorithms are used, such as the 

Leiden algorithm, which effectively handles the analysis of large-scale graphs.  
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This algorithm is particularly good at detecting the hierarchical structure of a 

community, making it possible to create complex, multi-level community models.  

 

The hierarchical structure allows for more detailed analysis at different levels of 

generality, which is crucial for extensive datasets. Each level of the hierarchy 

provides a partition of the community that encompasses graph nodes in a mutually 

exclusive and collective manner, which allows the entire dataset to be effectively 

divided into smaller, thematically related groups.  

 

This allows for global summarization, a so-called “divide-and-conquer” approach, in 

which smaller groups of data are analyzed separately and then combined into a 

larger whole. Once the community is formed, each detected cluster is subjected to a 

summarization process.  

 

This is a key part of the analysis, providing the user with summary reports that 

enable a deeper understanding of the structure of the data and the relationships 

between nodes in the graph. Such summaries are of significant value, especially 

when analyzing large data sets, as they make it easier to understand the overall 

picture and detect key patterns. 

 

These summaries are created using a specially designed method that can scale to 

very large data sets. The primary purpose of summary reports is to provide 

information about the overall structure of the community, the relationships between 

individuals, and the most important conclusions about the analyzed data. This makes 

it possible to quickly see the themes and relationships in the data even when the user 

does not have a pre-specified question.  

 

These reports can also be used for global questions on the entire dataset. The user 

has the ability to query the entire graph, and the generated community summaries 

can be used as data for answering. This approach allows for automation of the 

analysis process and faster results, even for complex queries. As in previous stages 

of analysis, this one also uses the Large Language Model (LLM).  

 

This model is responsible for generating detailed reports summarizing each 

community. The report generation process uses specially designed prompts that 

define the structure of the report, the purpose of its creation and how the results are 

presented. The basic prompt (Figure 2) used to generate community reports includes 

several key sections: 

 

➢ The purpose of the report (Goal): Explains that the purpose of the model is 

to produce a detailed report on the community, including its entities, the 

relationships between them, and the relevant claims associated with those 

entities. The report is to be used by decision-makers, so it includes 

information on legal compliance, reputation, technical capabilities, and other 

relevant community data. 
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➢ Report Structure: The model generates a report containing: 

Title: The name of the community, representing its key entities. 

Summary: A brief summary of the community's structure and key 

information about the relationships between entities. 

➢ Rating of community importance: A numeric value (from 0 to 10) 

representing the importance of the community in the context of the data. 

➢ Detailed results: A list of 5-10 key findings about the community, with a 

description of each. 

➢ Data referencing rules (Grounding Rules): Each proposal should be 

supported by data, with reference to relevant records in the dataset. The 

most important data that support the conclusion should be identified, and in 

the case of multiple links, be limited to the five most important. 

 

4. Research Results and Discussion 

 

This chapter will present the results of comparing different model configurations, as 

well as the effect of chunk size on the number of extracted entities and relationships. 

These results have important implications for further optimizing the knowledge 

graph construction process for more comprehensive data analysis. 

 

The knowledge graph construction process was carried out in two iterations, using 

different model configurations to generate and tune the results. The main purpose of 

the comparison was to evaluate the impact of different configurations and sizes of 

text chunks on the quality of entity and relationship extraction.  

 

This section of the article will present the results of these experiments and discuss 

the effects of changing the size of the chunks on the quality and completeness of the 

extracted data. 

 

The following models were used to create knowledge graphs: 

 

➢ Gemma 2 27b 

➢ Llama 3.1 8b 

➢ Llama 3 70b-instruct 

 

In each case, the process involved adjusting the prompts. In some cases, a specific 

area was indicated (e.g., project management), while in other cases no area 

specification was used. 

 

Experiments were conducted using two different text chunk sizes: 1200 tokens and 

300 tokens. The number of extracted entities and relations was recorded for each 

configuration. Below is a comparison of the graphs created using different models 

and chunk sizes. 
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Figure 2. The form of the prompt used to generate community reports 

➢  
Source: Own study. 
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Table 1. Comparison of graphs generated with chunks of 1200 tokens 
Graph creating model Prompt tuning Nodes Edges 

Gemma 2 27b Llama 3 70b instruct 25 20 

Gemma 2 27b Llama 3.1 8b 15 13 

Gemma 2 27b Llama 3 70b instruct nd 16 12 

Gemma 2 27b Gemma 2 27b 19 14 

Llama 3.1 8b Gemma 2 27b 9 4 

Gemma 2 27b - 22 13 

Llama 3.1 8b - 10 8 

Source: Authors’ calculations. 

 

Table 2. Comparison of graphs generated with chunks of 300 tokens 

Graph creating model Prompt tuning Nodes Edges 

Gemma 2 27b Llama 3 70b instruct 106 120 

Gemma 2 27b Llama 3.1 8b 100 80 

Gemma 2 27b Llama 3 70b instruct nd 102 96 

Gemma 2 27b Gemma 2 27b 81 57 

Llama 3.1 8b Gemma 2 27b 24 0 

Gemma 2 27b - 129 31 

Llama 3.1 8b - 24 5 

Source: Authors calculations. 

 

One of the key findings of the study is that smaller chunks (300 tokens) resulted in a 

significant increase in the number of extracted entities and relationships compared to 

larger chunks (1,200 tokens). This result can be attributed to the fact that smaller 

chunks allow the model to focus on specific segments of text in more detail, which 

improves the ability to identify entities and relationships. 

 

This trend is confirmed by the results of experiments with 1200-token chunks, 

shown in Table 1, where the number of extracted entities and relations is much 

lower. Although larger chunks allow for faster text processing due to fewer 

segments, they may miss details that would have been detected with smaller and 

more concentrated chunks of text.  

 

The choice of chunk size plays a key role in balancing the speed of processing with 

the quality of the extracted information. With larger chunks, models can process text 

faster, but may miss important entities and relationships, resulting in fewer nodes 

and edges in the generated graph. Smaller chunks, on the other hand, significantly 

improve the detail of the extracted data, leading to more comprehensive graphs. 

 

The results indicate that the use of chunks with a size of 300 tokens provides a much 

more detailed graph structure, as illustrated in Figure 5, which shows the 

visualization of graphs generated with different chunk sizes. Figure 5 clearly shows 

a significant increase in the number of entities and relationships detected in 

scenarios with smaller chunks. 
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Figure 3. Graph visualization for different chunk sizes 

 
Source: Own study. 

 

5. Conclusions 

 

This paper presents a complex knowledge graph construction process using the 

GraphRAG tool, which uses large language models (LLM) to extract information 

from unstructured textual data. The tool uses a search-assisted generation (RAG) 

method, enhancing traditional approaches with a complex knowledge graph structure 

that enables more precise answers to user queries. Special attention was paid to 

important pipeline steps, such as dividing documents into chunks, detecting entities 

and relationships, and creating communities using the Leiden algorithm. 

 

Experimental results show that the size of text chunks has a key impact on the 

quality of data extraction. Smaller chunks (300 tokens) allow for more detailed 

analysis, leading to the detection of more entities and relationships, resulting in more 

complete knowledge graphs.  

 

Larger chunks (1,200 tokens), on the other hand, allow for faster data processing, 

but may omit important entities and relationships. Different configurations of the 

models and prompts used to generate the graphs also affected the results, 

highlighting the importance of optimizing these elements in the graph generation 

process. 
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