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Abstract 

Self complementary graphs have many interesting properties with ref
erence to their main and non-main eigcnvalues. Eigenvalues are a special 
set of scalars associated with a linear system of equations (i.e., a matrix 
cquation) that are sometimes also known as characteristic roots, proper 
values, or latent. roots. We consider the spectra of self complementary 
graphs. 
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A graph has a set V of vertices {1,2, ... ,n} and a set E of edges joining distinct 
pairs of vertices. 

Graph Complement The complement of a graph G is the graph Gwith 
the same vertex set but whose edge set consists of the edges not present in G 
(Le., the complement of the edge set of G with respect to all possible edges on 
the vertex set of G). 

Example: 

ox 
G G 

Figure 3: Graph G and its Complement Graph 

Self Complementary Graphs: A sdf-complementaTY gTaph is a graph 
which is isomorphic to its graph complement. 

Next are three examples of self-complementary graphs. 



Example 1: 

P: 1--->3 
2--->5 
3--->2 
4--->4 
5 ---> 1 

Example 2: 

P: 1--->2 
2--->4 
3 ---> 1 
4--->3 
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Figure 4: G = C5 and its compliment G 
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Figure .5: G = P 4 and its complement G 



Example 3: 

P: 1-;4 
2-;1 
3-;3 
4-;5 
5-;2 
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Figure 6: G = Aa and its compliment G 

An interesting property follows from the definitions given below of the adjacency 
matrix and its complement. 

A is the adjacency matrix of a graph G, if it is the n x n symmetric matrix such 
that 

ai .. = { 1 {i,j} is an edge of G; 
J 0 otherwise. 

A is the adjacency matrix of the complement G of G if it is an n x n symmetric 
matrix such that 

a .. _ { 0 {i,j} is an edge of G; 
7) - 1 otherwise. 

If J is the all 1 matrix and I is the identity matrix then 

A+A=J-I (1) 
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Finding an Antimorphisnl and an AutOlTIOrphism 

Examplel: The adjacency matrix of Cs is denoted by A(C 5 ). 

As wc have shown before the mapping from Cs to its compicment may be 
represented as the permutation P = ( 1 3 2 5) (4). By entering the matrices 
below into Ivlathematica and using the cOl1lmand TJ-allspose[Pj.A.P wc obtain 
the following matrices. 

o 0 100 

(

00001) 

p= 10000 
00010 
o 1 000 

o 0 0 0 1 

(

00100) 

pT = 0 1 000 
00010 
1 0 0 0 0 

1 0 100 

(

01001) 

A( Ch = 0 1 0 1 0 
o 0 101 
10010 

T -So P .A.P=A 

Therefore P is an antimorphisrn. since it represents a mapping from A to its 
complement A 

Let Q = p 2 = (4) ( 1325) . (4) ( 1 325) = (4) (1 2) (35) 

then 

1 000 0 

(

01000) 

Q= 00001 
00010 
o 0 100 
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So Q-l.A.Q = A. 

Therefore Q represents an automorphism since it is a mappiJlg frolll A onto 
itself. 

Example 2 : The adjacency matrix of P 4 is denoted by A(P4 ). 

The mapping froln P 4 to its c:omplement maybe represented as the perrnutation 

P = ( 1 2 4 3 ). 

T -So P .A.P = A 

Let Q = p2= ( 1 243 ) . ( 1 2 4 3 ) = ( 1 4 ) ( 2 3 ) 

So Q-l.A.Q = A 

Example 3 : The adjac:ency matrix of the graph Ac of Figure 6 is denoted by 
A(Ac)· 

The mapping from Ac to its c:omplement may be represented as the permutation 

P = ( 1 4 5 2) (:3). 

So pT.A.P = 

Let Q = p2 = (3)(1452).(3)(1452) = (3)(15)(42) 

So Q-l.A.Q = A 
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Special Eigenvalues Properties For Self Con1.ple
Inentary Graphs: 

An eigenvector is said to be main if it is not orthogonal to j. 

Example 1: For A(C)s, 
the eigenvalues arc: {2, -1.61803, -1.61803,0.618034,0.618034}, 
and the eigenvectors arc : {I, 1, 1, 1, I}, {-1.61803, 1.61803, -1,0,1}, 
{ -1,1.61803, -1.61803, i, O}, {0.618034, -0.618034, -1,0,1}, {-I, -0.618034,0.618034.1, O} 

Checking if eigenvectors are main: 
Since C5 is regular the only main eigenvector {I, 1,1,1, I} 

A(C5 ) has non-main eigenvalues A2, A3, A4 and A5, which can be paired off 
as follows: 

A2 + A4 = A3 + A5 = A2 + A5 = A3 + A4 = -1 

This follows from equation 1. 

Example 2: For A(P4) 
the eigenvalues arc equal to: {-1.61803, 1.61803, -0.618034, 0.618034}, 
and the corresponding eigenvectors are: {-I, 1.61803, -1.61803, I}, {I, 1.61803, 1.61803, I}, 
{I, -0.618034, -0.618034, I}, { --1, -0.618034, 0_618034, I} 

Checking if eigenvectors are main: 
For A2 = 1.61803, the cigenvector X2 is {I, 1.61803, 1.61803, I} If j = {I, 1, 1, 1, } 
then < j, X2 ># O. Hence A2 is main. 

The non-main eigenvalues arc Al and A3, whiGh can be paired off as follows: 

)1] + A3 = -1 
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Example 3: For A(Ac) 
the eigenvalues arc: {2.30278, -l.61803, -1.30278, 0.618034,0}, 
and the corresponding cigenvectors arc: {l, 2.30278, 2, 2.30278, I}, {-1, l.61803, 0, -1.61803, 1}, 
{1, -1.30278,2, -1.30278, 1}, {-1, -0.618034,0,0.618034,1}, {1, 0, -1, D, 1}. 

The only non-main eigenvalues are A2 and A3 which can he paired off as follows: 

A2 + A3 = -1 

Justification of the results obtained: 

A+A=J -I 

=? A = J - -I - A 

=? AXi= JXi- - 1Xi- - AXi 

If Ai is non-main, then x;.j = D 

Thus A.; Xi 0 - Xi - AXi corresponding to a nOD-main cigenvalue A.; 

So Ax; = (Ai -l)xi 

Since G is self complementary, the set of eigenvalues of A= set of eigenvalues 
of A 

For each Ai, there exists Aj = - (Ai + 1) 

So in self complementary graphs non-main eigenvalues arc paired s.t. Aj + 
Ai = - 1. Therefore by just looking at the cigenvalues and by pairing them 
off, we may find the non-main eigenvalues. 




