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Foreword 

"[ll) who llever LllC\'cle a l1list.n,k(~, never lllade n, discovery," 

'['erl f{'JI.dey, !Vat'ion,al Un'i'IJC'I'8'ity of h-ela:ncL 

ii 

Thl' Coll(~ct.i()ll VI workshop provecl to be Olle of the most interesting. Dmillg 
t.i\(' Ilwding, l'.llC lectllrers in t1w Illn.t.hcmn.t.ics dCpc1.ltlllcnt were very h".ppy 
jo dic)('()vcr t.hn.t, in their classes they lw.ve stlldClltS who can discern c1.11cl 
<[1I('stjOII (~sLl.hlisllecl res1llt.s. \iVl~ were surprised thc1.t "ve IlliLlmgcd to trigg(;r 
oil' the' illtl~r{'st of the stllcicnt.':l p1'ecisdy ill areas th(1,t they came across ril'St. 
at. Illlivcrsi ty. The: lllot.ivn.t.1011 of SOllW of t.bem was sO impelling thn.t tlwy 
S()lll(~whn.t. shyly admitted tlw,t they sp(;nt th(~ smnmer engaged ill t.his new 
j'(~sa{'rdl. The department of lW1.thcnw,tics is committed to enconrage sllch 
st 1[( l('nt.s and confcss(;s t lw.t they n.re the driving force behincl its cnclccwonrs. 

DI'. [l'()IW 3ci1'il1<\" 
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A seminar/workshop is being held on Wednesday 30th October 2002 
at 3.00 p.m. Students and staff from the Department of 
Mathematics, Faculty of Science will present ideas from various 
fields of mathematics. 

Keynote speakers: 

Cheryl Zerafa & Pamela Cohen 

Professor A. Buhagiar 
Anne Yancey 
Andrew Duncan & Andrew Cortis 
Matthew Sant 
Alexander Farrugia 

Fibonacci Sequence & The 
Golden Ratio 
Data Reduction and Eigenvalues 
Geometry On a Triangular Grid 
On Cayley Diagrams 
On One of Hilbert's Problems 
On Eigenvalues 

We shall end with a brief session for spontaneous problem 
posing. You are cordially invited to attend. 

Abstracts of possible proofs or conjectures which you wish to 
share with us in this meeting, or in a future one, may be sent to 
Dr. I. Sciriha or Ms. A. Attard, Department of Mathematics, 
(marked The Collection), at any time of the year. 

Dr. I. Sciriha 

Organiser 
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-Fibonacci Sequence and The (-;olden Ratio 

Pamela Cohen and Cheryl Zerafa 

Fibonacci, or more correctly Leonardo da Pisa, was born in Pisa in I 175AD. He was 

the son of a Pisan merchant who also served as a customs officer in North Africa. He 

travelled widely in Barbary (Algeria) and was later sent on business trips to Egypt, 

Syria, Greece, Sicily and Provence. In 1200 he returned to Pisa and used the 

knowledge he had gained on his travels to write Liber abaci in which he introduced 

the Latin-speaking world to the decimal number system. 

Fibonacci is perhaps best known for a simple series of numbers, introduced in Liber 

abaci ancllater named the Fibonacci numbers in his honour. 

The resulting sequence is: 

1, 1,2,3, 5, 8, 13,21, 34, 55, ... 

(Fibonacci omitted the first term in Libel' ubaci). This sequence, in which each 

number is the sum of the two preceding numbers, has proved extremely fruitful and 

appears in many different areas of mathematics and science. 
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A problem in the third section of Liher aboci which can be solved using this sequence 

is the following: 

S'UfJPose Cl newly-horn pmr (~f ruhbits, O/le male, one female, are put in a field. 

Rahhits ore able to Jlwte at the age «f one month so that at the end (~f its second 

month ({ .f(>l7lale can produce another poir (d rabbits. Suppose that our rabhits never 

die (lnd I hut the fema le always produces one flew pair (one male, one .J(mwle) every 

lJl(mtlz .ft'om the second lnonth on. The puz.z.le that Fihonacci posed was ... 

How lIlUlIY pairs will there he in one year? 

/IIJ({gine thot there are XII paIrs of rabbits qlier 11 months. The number of pairs in 

lI/olllh n+ I will be XII (in this problem, rabbits never die) plus the number (dnew pairs 

horn. But new pairs ({re onlv horn to pairs at least I lnonth old, so there will he XII'! 

new pairs. 

Which is simply the rule for generating the Fibonacci numbers!!! 

The I'igurc below is a view of the rabbit's family tree showing how the Fibonacci 

sequence is generate: 
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The Golden Section 

Taking the ratio of sllccessive terms in the Fibonacci series: (I, 1,2, 3, 5, 8, 13, .. ) and 

dividing each by the number before it, the following series of numbers is obtained: 

III = 1 

2/1 = 2 

3/2 =1-5 

513 = 1-666 ___ , 

8/5 = 1-6 

13/8 = 1-625 

21/13= 1-61538 __ _ 

The graph shows that the values seem to be tending to a limit. This limit is actually 

thc positive root of a quadratic equation and is called the golden section, golden ratio 

or somctimes the golden meall. 
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Vle define t.he golden section, ,f; (j:,·'ii) .' 
/) 

to be t.he lirnit of .::..., so: 
(./.. . 

. ', 
.. r-'f;-l=O 

1 (e . + -\'_1 ,_ ,_, 
,p = ----z- '=:' 1. fJ 1,,::, 

Note that the golden section is denoted by the Greek letter phi. 

The table below shows properties of the solutions to the quadratic equation: 
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1=1.6180339 .. 

= 1 + <P2 

<PI = (,'/5 + 1)/1 

7 

<p2 - <p - 1 = 0 

<P2 = 0.6180339 .. 

The Fibonacci numbers can also arise from the number <p. The graph below shows a 

line whose gradient is <p, that is the line: 

y=<p.x = (1·6180339 ... )x 
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Th", I~ = Ph i I i n", 

15 

Since <p is irrational, the graph will never go through any points of the form (i,j) where 

are integers. The nearest integer-coordinate points to the <p - line are (0,1), (1,2), 

(2,3), (3,5) ... 

These coordinates are successive Fibonacci numbers. The ratio y/x for each Fibonacci 

point (x,y) approaches <p = 1.618 ... 

This graph also shows that the Fibonacci points are the closest points to the <p - line. 

Problem involving the Golden Ratio: 

Rectmlu/e triongie prohlem .. __ ... ____ c':>.___ _ __ 

Consider a rectangle OABC fmm which you remove three right-angled triangles 

leaving a fourth triangle OPQ as shown in the diagram below. 
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How Illllst you position the points P and Q so that the area of each of the three 

removed triangles is the same? That is, what are the ratios AP : PB and CQ : QB? 

r-----~----------_, 
B 

[f we label the distances AP, PB, CQ and QB as shown above then we can write three 

equations for the areas of the triangles as follows: 

1,. ., 
=-.~·1I,V1 +1".;. I 2. .~ ~ ..... } (1) 

Area DfPEQ =-.::C ..• "'l,.'. .• 
'-I .::, .... .::.. 

L-
(2. ) 

Al1::a of (]CQ 

From ( 1) and (3) : 

xIYI + x1Y2 = xI}'1 + x2.)'1 
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Notice that the two ratios are the same! If we call this ratio r then we can calculate a 

polynomial for r as follows: 

From (1) and (2.) : 

"Il'~1 V,-, 
l+~=r~ 

Yl Yl 
1+r=r2, 

Taking the positive root gives llS the golden ratio: 

1 "I 1<=', 1 '-l'~ .1' = - \ +"\, _',1 :::: ,b ,~; 2. . . 

Billet's Formula i()r the nth Fibonacci Humber 
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The n-th Fibonacci number is the sum of the (n-I )th and the (n-2)th. 

Theorem: A formula for the nth Fibonacci number Fib(n), which contains only nand 

does not need any other (earlier) Fibonacci values involves the golden section number 

(PI and its reciprocal <P2; 

Fib(n) = = 

Pro 0[:-

Since <PI and -<P2 are the two roots of x2 = x+ I, we get the following: 

If x2 = x+ I then, 

Xll = fib(n) x + fib(n-l) 

...... ( I ) for n>O. 

Proving ( I) by induction: 

RTP True for n = I 
x I = ( I"i b ( I ) ) x + fi b ( 0 ) 
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x =1.x+O 

x = X 

Supposc it is trltcfor n = k 

I.C. X k = fi b ( k ) + fi b ( k - I ) 

RTP TrIlc/or n = k + J 

1. c. X k + I = ( fi b ( k + 1 ) ) X + fi b ( k ) 

k + I k 
X = X . X 

= ( fi b ( k ) . X + fi b ( k - 1 ) ). X 

= fi b ( k ) . X 
2 + fi b ( k - 1 ) . x 

) 

But x- = x + I, 

X k + I = fi b ( k ) . ( X + I ) + fi b ( k - 1 ) . x 

= fi b ( k ) . x + fi b ( k ) + fi b ( k - I ) . x 

= ( fi b ( k ) + fi b ( k - I ) ) . x + fi b ( k ) 

BLIt fi b ( k ) + fi b ( k - 1) = fi b ( k + I ) 

Therefore, 

X k + I = fi b ( k + 1 ) . x + fi b ( k ) 

12 

Now the two roots of Xl = x+ I are <PI = (1 +05)12 = 1·6180339 ... ancl-<P2 = (1--05)12 = 
-0·61 ~()339 .... and thus that these are the only two values for which their powers can 

he expressed as Fibonacci multiples of themselves, as given in the formula. 

So, from the formula above, we have: 
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<Pill = fib(n) <PI + fib(n-I) 

and also 

Subtracting (B) from (A) gives: 

and frolll this we derive an initial formula for fib(n): 

fib (n) =~l~.:.ljht 
«PI - (-<H) 

But <PI - (-<P2)=-0S, so we can write this as: 

(A) 

(B) 

(C) 

To get the form of the formula which involves only <PI, we replace <P2 by I/<PI so that: 

The Golden Rectangle, 

fib (n) = ~111 - (-( I / <PJ2t 
-0s 

I" b ( ,h 11 _ (_ ,h -11 
I n) = ~1----=-ciIL - -0s -
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a b :x 

y-x 
y 

The rectangle shown here is a Golden Rectangle with proportions x/y. The section 

labelecl "a" is a square drawn in the rectangle with proportions x/x. The section 

labelecl "b" is another Golden Rectangle, this one with proportions (y-x)/x. fn other 

words, the ratio of the lengths of the sides of section "b" is the same as the ratio of the 

length of Ihe sides of the entire large rectangle. This is the characteristic of Cl Golden 

Rectangle. When you square it (inscribe a square with lengths the same as the length 

of the short side of the rectangle), you are left with another rectangle with the same 

proportions as the original. 
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The Fibonacci Rectangles and ~S'hell Spirals 

Another picture showing the Fibonacci numbers I, I ,2,3,5,8, 13,21 , .. can be achieved 

starting with two small squares of size I next to each other. On top of both of these a 

square of size 2 (=1+1) is drawn. 

15 

Now a new square - touching both a unit square and the latest square of side 2 - so 

having sides 3 units long is drawn; and then another touching both the 2-square and 

the 3-square (which has sides of 5 units). We can continue adding squares around the 

picture, e({ch new square having a side which is as long as the sum or the latest two 

square's sides. This set of rectangles whose sides are two successive Fibonacci 

numbers in length and which are composed of squares with sides which are Fibonacci 

numbers, we will call this set the Fibonacci Rectangles. 

13 

~ B 5 

The next diagram shows that we can draw a spiral by putting together quarter circles, 

one in each new square. This is Cl spiral (the Fibonacci Spiral). A similar curve to this 

occurs in nature as the shape of Lt snail shell or some sea shells. 
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Whereas the Fibonacci Rectangles spiral increases in size by a factor of ep (1.618 .. ) in 

a ((aorter or a turn (i.e. a point a further quarter of Cl turn round the curve is 1.618 ... 

times as far from the centre, and this applies to all points on the curve), the Nautilus 

spiral curve takes a whole turn before points move a factor of 1.618 ... from the centre. 

These spiral shapes are called Equiangular or Logarithmic spirals. 
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The t(}llowin?, are some examples of' {lbonacci spirals in nature 
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Petals Oil {lowers 

On many plants, the number of petals is a Fibonacci number: Buttercups have 5 

petals; lilies and iris have 3 petals; some delphiniums have 8; corn marigolds have 13 

petals; some asters have 21 whereas daisies can be found with 34, SS or even 89 

petals. 

Some species are very precise about the number of petals they have - eg buttercups, 

but others have petals that are very near those above, with the average being a 

Fibonacci number. 
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Fibonacci numbers can also be seen in the arrangement of seeds on flower heads. The 

picture here IS a photograph of a Cone flower. 

You can see that the orange "petals" seem to form spirals curving both to the left and 

to the right. At the edge of the picture, if you count those spiralling to the right as you 

go outwards, there are 55 spirals. A little further towards the centre and you can count 

34 spirals. The pair of numbers are neighbours 111 the Fibonacci series. 

Pine cones 

Pine cones show the Fibonacci Spirals clearly. Here is Cl picture of an ordinary 

pinecone seen from its base where the stalk connects it to the tree. 
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Exploration and reduction of data using principal component analysis. 

Anton Buhagiar 

Department of Mathematics 
University of Malta 

Msida. 

21 

ABSTRACT: In a data set with two variables only, a scatterplot between the two 
variables can be easily plotted to represent the data visually. When the number of 
variables in the data set is large, however, it is more difficult to represent visually. The 
method of principal component analysis (PCA) can sometimes be used to represent the 
data faithfully in few dimensions (eg. three or less), with little or no loss of information. 
This reduction in dimensionality is best achieved when the original variables are highly 
correlated, positively or negatively. In this case, it is quite conceivable that 20 or 30 
original variables can be adequately represented by two or three new variables, which are 
suitable combinations of the original ones, and which are called principal cOlnponents. 
Principal components are uncorrelated between themselves, so that each component 
clescri bes a di fferent dimension of the data. The principal components can also be 
arranged in descending order of their variance. The first component has the largest 
variance, and is the most important, followed by the second component with the second 
largest variance, and so on. The first two components can then be evaluated for each case 
in the data set and plotted against each other in a scattergraph, the score for the first 
component being plotted along the horizontal axis, the score of the second component 
being plotted on the vertical axis. This scatterplot is a parsimonious two-dimensional 
picture of the variables and cases in the original data set. We illustrate the method by 
applying it to simulated datasets, and to a dataset containing national track record times 
for males and females in varioLls countries. 

Keywords: Matrix plots, correlation, correlation matrix; spheres, ellipsoids; rotation of 
coordinates, principal components, factors, eigenvalues, scree plot, factor loadings for 
variables, factor scores of cases, uses of principal component analysis such as exploration 
of data, dimension reduction, regrouping of variables and ordering of data; application to 
et data set containing national track record times for males and females in various 
countries. 

Introduction 

Suppose we have a very detailed database on a random sample of 1000 sixth form 
students, containing information on their academic performance, medical details, body 
measurements etc. We also assume that there are no missing values. For simplicity's sake 
we will take different subsets of variables at a time to illustrate how the scatterplots of the 
variables are affected by the correlation between them. 
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We will start off at first with Cl data set of 1000 cases (rows) each containing four 
variables (or columns): 

id, identification number of student (1-1000), 
V I, mark attained by student in Mathematics test (0 to 100), 
V2, height of student in metres, 
V3, systolic blood pressure of student in mm Hg. 

Since the interval variables V I to V3 have widely disparate means and standard 
deviations, it is often convenient to standardize the variables. So if the mean mark of 
Mathematics is 58.2 and its standard deviation is 8.5, the standardised variable z I 
corresponding to VI is defined as zl = (VI - 58.2)/8.5, ie. zl = (original variable - its 
mean)/ its standard deviation. The other interval variables can be standardised in a similar 
manner. All standardised variables are dimensionless (ie. do not carry any units) and have 
mean = 0 and standard deviation = I. Besides, one does not have to worry about the 
scale of standardized variables in scatterplots: they are all centred about the origin and 
most of the readings lie between 2.0 and -2. 0 if the original variables are normally 
distributed. Very often, variables are used in their standardized form in multivariate 
statistics. 

The variables mentioned above, namely V I, V2 and V3 are examples of uncorrelated 
variables. (The height of a student does not usually affect his performance in the 
Mathematics test! etc). Knowledge of one variable does not help to predict the other 
variables. The degree of association or correlation between two variables in a data set is 
measured by Pearson's coefficient of correlation, r. I - 5. When two variables are 
uncorrelated, the coefficient of correlation r is near zero, and a scatterplot of the two 
variables in their standardized version will be roughly circular in shape. One cannot 
predict the value of one variable from values of the other. In this case the variables are 
said to be independent or uncorrelated. There is no relation between them. 

To illustrate this we simulated 6,7 a data file of 1000 cases each having three variables, 
which had little or no correlation between them, just like the variables V I, V2 and V3 
above. The correlation between these three variables, which we shall also call V I, V2, 
V3, can be summarized in a correlation matrix 2 

, RJ, as follows: 

VI 
V2 

VI V2 V3 
I -0,031 - 0.018 

-0.031 - 0.063 

V3 -0.018 -0.063 

Like all correlation matrices, RI has I 's down the diagonal signifying perfect correlation 
hetween a variable and itself! (in this case, V I with V I, V2 with V2, and V3 with V3), 
The matrix is also symmetric ie. the correlation between V I and V2 is - 0,031, which is 
identical to the correlation between V2 and V I; and so on for the other variables, As 
expected from the way we simulated the data, all the off diagonal correlations are very 
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small or near to zero (- 0.031 for the correlation between V I and V2, - 0.018 for V 1-V3, 
and - 0.063 for V2-V3). It is now instructive to examine the geometric scatter of these 
uncorrelated variables. 
The bivariate scatterplots of each pair of variables can be succinctly summarised by a 
/lw/ri.x plot 8,9. Essentially this plot is analogous to the correlation matrix, except that each 
correlation is replaced by the corresponding scatterplot. For example, the plot in the I'st 
row and 211d column is the scatter plot between V I (in its standardised version) on the 
vertical axis against V2 (again standardized) on the horizontal axis, The matrix plot can 
be considered to be a pictorial representation of the correlation matrix itself. The plots on 
the main diagonal are perfect straight lines since here, a given variable is plotted against 
itself. For this reason the plots on the main diagonal are often left empty in such matrix 
plots. 

The matrix plot corresponding to the correlation matrix RI for our simulated data set 
with the variables V I, V2 and V3 are shown in Figure la. These three variables are 
uncorrelated to one other so that the scatterplot for the 1000 cases between each pair of 
variables looks circular in shape as explained above. When the three variables V I, V2 
and V3 are plotted simultaneously in a three dimensional plot, the scatterplot assumes a 
spherical shape. Please refer to Figure lb. Whatever the angle at which one chooses to 
look at the scatter, it always looks like a three dimensional sphere. This is the standard 
geometry for uncorrelated variables with equal variances. 

The effect of high correlation on the geometry of the scatter 
So far we have discussed the case when there was little or no correlation between the 
variables. We now discuss the scatter when there is a high correlation between the 
variables. 

The coefficient of correlation coefficient r between two variables is always in the range 
-I to +1, and cannot lie outside this range. The coefficient attains the value +101' -I if a 
perfect straight line is obtained in a scatterplot of the two relevant variables (or 
equivalently their standardised versions). The + I is obtained when the slope of the line is 
positive, whilst -I is obtained when the slope is negative. In these cases, one has a 
perfect linear relationship between the two variables, One variable can be perfectly 
predicted from the other and vice-versa, 

For intermediate values of the correlation r, one gets an elliptical scatterplot for two 
variables in their standardised fonll. If we imagine the correlation between the two 
variables increasing gradually from 0 to I, the scatterplot will gradually change from the 
circular shape when r is zero to elliptical for intermediate values of r. As the correlation 
illcreases, the eccentricity of the elliptical scatter will increase, i.e. the ellipse becomes 
thillner ancllonger, until r attains the maximum value of +1, when the ellipse flattens 
out to a perfect straight line as we have already mentioned above. The same thing 
happells when the correlation decreases from 0 to the minimum value of -I. 
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To see the effect of correlation on the geometry of the scatter, we now consider the set of 
variables W I, W2 and W3, where W I and W2 are identical to V I and V2 above, (ie. 
mark in Mathematics test and height respectively), whilst W3 is now the mark in the 
Statistics test. Logically, one would expect that W I and W3 are substantially correlated to 
each other, whilst W2, the height, is not correlated to either. As before, therefore, we 
simulated Cl data file of 1000 cases each having three variables with correlation structure 
similar to W I, W2 and W3. The correlation between these three variables, which we shall 
also call W I, W2, W3, were then calculated from the simulated data set and are 
summarized in the correlation matrix R2 as follows: 

= 
Wl 
W2 
W3 

Wl W2 W3 
I 

-0.031 

0.948 

-0.031 0.948 
I -0.010 

-0.010 

As can be observed, the correlation between W I and W3 is now over 0.9, whilst the 
cOl"relations between W I and W2, and W2 and W3 are very near O. It is now instructive 
to examine the scatter of the variables W I, W2 and W3. 

The matrix plot corresponding to the correlation matrix R:z for W I, W2 and W3 is 
shown in Figure 2a. In this case there is a strong correlation (0.948) between W I and 
W3. This can be observed both from the top left or bottom right entries in matrix R:z, as 
also from the corresponding scatterplots in Figure 2a. The scatterplot between W I and 
W3 is not circular, but has the shape of a very long, thin ellipse with high eccentricity, 
and is practically a straight line. Because of the strong relationship between W I and W3, 
the corresponding scatterplot is practically one dimensional in nature. On the other h,lI1d 
the correlations for the other pairs of variables (W I - W2 and W3 - W2) are all small, 
and so their corresponding scatterplots look circular in nature. When the three variables 
are plotted simultaneously in three dimensions, it can be noticed that the scatter is no 
longer spherical, but is ellipsoidal in nature. Please refer to Figure 2b and Figure 2c. It 
is important to note however, that although the scatter is still three dimensional, the 
points are disposed mostly on a two dimensional plane which contains the W2 axis and 
makes about 45° with both the WI and W3 axes. This plane can be seen end on in Figure 
2b. There is very little variation normal to this plane, ie. in a direction going from left to 
right in Figure 2b. If in this Figme, one looks at the scatter from a different angle, say 
from the right or the left, rather than from the front, one can observe the scatter observed 
in Figure 2c. It is clear that most of the scatter (or variation) occurs in this plane, whilst 
little variation occurs in a direction perpendicular to this plane, as was shown in Figure 
2b. The three dimensional spherical scatter of the uncorrelated variables V I, V2 and V3 
in Fi gure I b has now changed to the very flat ell i psoidal scatter of W I, W2 and W3 in 
Figures 2b and 2c, because of the large correlation between W I and W3. This ellipsoid 
looks like a very flat rugby ball and is essentially two-dimensional! 

All ellipsoid 10 is characterised by its three principal axes and their corresponding 
direction in space, the principal directions. Analogously to the two-dimensional ellipse, 
the ellipsoid has Lt major axis, where it is longest, an intermediate axis, and a minor axis, 
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where it is thinnest. These axes occur at right angles to one another, and their respective 
orientations in three dimensional space are called the principal directions. In Figures 2b 
and 2c, one is looking at different projections of the ellipsoidal scatter representing W I, 
W2 and W3. Figure 2b clearly shows the smallest axis of the ellipsoid, whilst Figure 2c 
displays the intermediate and major axes of the ellipsoid. The orientations of the largest, 
intermediate and smallest axes relative to the (W I, W2, W3) coordinate axes are called 
PI, P2 and P3 respectively. In mathematical jargon, these three orthogonal directions are 
called principal components, or factors, or even eigenvectors, whilst the square of the 

lengths of their corresponding axes are referred to as eigenvalues, usually cIenoted by AI, 
A2, anclIL3 respectively. The eigenvalue of a principal component is equal to the variance 
explained by that component. Consequently, the larger the eigenvalue, the more important 
is the associated principal component. As above, the principal components are usually 

arranged in descending order of eigenvalue, that is ILl> 1L2 > 1L3. 

For our data set of the variables W I, W2 and W3, principal component analysis can be 
readily summarized in the following table: 

Principal Axis of ellipsoid 
Component 

Pl: 
P2: 
P3: 

along major axis: 

intermediate axis: 
along minor axis: 

Principal Components 
Orientation relative to 
WI, W2, W3. 

PI = .987*W I + .987*W3, 

P2 = 1.000*W2 
P3 = .160*WI - .160*W3, 

Eigenvalues 
Variance explained or 
length squared (~l axis. 

ILl = 1.95 
A2 = 1.00 
A3 = 0.05 

Looking at the right hcllld side of the table, one can note that the sum of the variances 
(eigenvalues) of the three components 1.95+ 1.00+0.05 add up to 3.00, which is exactly 
equal to the total variance of the 3 variables W I, W2, W3 in their standardised form. 
(Note that each standardised variable has a variance of I). Further, it is clear that the first 
lwo eigenvalues (1.95 and 1.00) are considerably larger than the eigenvalue of the last 
component (0.05), showing that our ellipsoid is very flat and that the third dimension can 
be ignored. In fact the first two components P I and P2 explain (1.95+ 1.00)/3 or 98% of 
lhe total variation in the data. 

The orientations of the principal components with respect to the W I, W2, W3 axes are 
given in the penultimate column. Thus the relation PI = .987*W I + .987*W3 shows 
that P I is a line (or direction) lying in the W2=0 plane and making 45° with the positive 
directions of the W I and W3 axes. The number 0.987 is called the loading 1.11.12 of W I 

(01" even W3 in this case) on PI. The loading can be considered to be the correlation 
between Cl given variable and the component, whilst the square of the loading, 0.9872 or 
.974. implies that the component P I explains 97.4% of the variation in W I. In fact, if one 
sums the squares of the loadings of a given component, one obtains the eigenvalue of that 
component, which stands for the total variation explained by the component. Thus for 
example, for PI, 0.987

2 
+ 0.987

2 
is equal to 1.95, the eigenvalue of P I. The fact that the 
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loaclings of P I are close to I, imply that there is near perfect correlation or' this factor 
with W I and W3, 

Similarly for the smallest axis, the relation P3 = O.16*WI -O.16*W3 shows that P3 is 
a line (or direction) lying in the W2=O plane and making 45° with the positive direction of 
the W I axis and the negative direction of W3 axis. As stated previously, however, this is 
a weak component, with small loadings, and a small eigenvalue. 

The second component satisfies P2 = I.OOO*W2, making the second component 
practically identical to W2. This is not at all surprising since W2 did not have any 
loadings on P I and P3. It was completely 'overlooked' by these two components which 
in turn explained all the variation in W I and W3. The factor P2 would therefore have to 
account solely for all the variation in W2, making it identical to this variable. This 
phenomenon happened because originally, W2 was constructed to be llncorrelated to W I 
orW3. 

The principal components PI, P2 and P3 are orthogonal (perpendicular) to each other, 
and form a set of rectangular Cartesian axes just like W I, W2 and W3. In fact, principal 
component analysis can be considered to be a rotation from the W I, W2, W3 coordinate 
system to the system of principal components PI, P2 and P3. In our case, since P2 is 
identical to W2, the rotation takes place in the W I-W3 plane with the W2 (equivalently 
P2) axis fixed. The rotation from the set of original variables (W I, W3) to the principal 
components (P I, P3) is illustrated in Figure 3. This is essentially a replot of the top left 
graph in the matrix plot of Figure 2a, ie a plot between W3 and W I. The axis W2 
(equivalently P2) is perpendicular to the plane of the diagram in Figure 3. The axes 
corresponding to W I and W3 are rotated anticlockwise in the plane of the diagram itself 
through an angle of 45°, so that they now point in the directions of the principal axes of 
the scatter. These directions, shown as dashed lines in Figure 3, are the two principal 
components P I and P3, pointing respectively along the longest axis and the smallest axis 
respectively. The intermediate axis of the ellipsoid is normal to the diagram, along P2 
(equivalently W2), and is not shown. One can visualise the geometry of this situation by 
imagining a flattened rugby-ball with the longest side pointing along PI, its width 
pointing along P2, and its flattened thickness pointing along P3. 

It is clear that since the axis corresponding to P3 is so small compared to the others, one 
can effectively ignore P3 and consider the ellipsoid to be a two dimensional ellipse in the 
PI, P2 plane. Since the equations relating Pland P2 in terms of WI, W2 and W'3 are 
known, the values of P I and P2 can be computed for every case in the data-set. These 
factor scores 1,11,12 can then be plotted on a two-dimensional scatter-plot with P I and P2 
as axes, The old variables W I, W2, W'3 have been adequately represented by Cl two
dimensional scatterplot in P I and P2, The dimensionality of the system has been reduced 
1'1'0111 '3 to 2 with little or no loss of information, We have thus achieved a parsimonious 
description of ollr data set by means of a suitable rotation of coordinates. In this case, this 
was possible because the high correlation between the variables W 1 and W3 makes one 
of them practically redundant. 
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Principal component analysis works best when there is substantial correlation between the 
variables. When variables are uncorrelated, like the set of variables V I, V2 and V3 given 
above, the spherical structure of the scatter (please refer to Figure I b) ensures that no 
reduction in dimensionality can occur in this case, whatever rotation is performed. 
Principal component analysis would not be appropriate here. Since the variables are 
lIncorrelatecl, there are no redundancies in the variables, and all dimensions (variables) 
have to be retained in this case. 

A practical example of principal component analysis. 
f\S a practical example of principal component analysis, we now present a data set 

.. h . I kif' f' I I I . 55 . Ill? 11 contall1ll1g t e natlOna trac recorc s . or· ema es anc ma es 111 countrIes' -, '. 
The data set consists of 55 rows, each containing the following variables: 

country: 
1'100 
1'200 
1'400 
moo 
fl500 
1'3000 
fmar 
III 100 
m200 
m400 
m800 
m1500: 
m5000 : 
m 10000: 
llllll ar : 

name of country; 
female record in seconds in the 100 metres event; 
female record in seconds in the 200 metres event; 
female record in seconds in the 400 metres event; 
female record in minutes in the 800 metres event; 
female record in minutes in the 1500 metres event; 
female record in minutes in the 3000 metres event; 
female record in minutes in the marathon; 
male record in seconds in the 100 metres event; 
male record in seconds in the 200 metres event; 
male record in seconds in the 400 metres event; 
male record in minutes in the 800 metres event; 
male record in minutes in the 1500 metres event; 
male record in minutes in the 5000 metres event; 
male record in minutes in the 10000 metres event; 
male record in minutes in the marathon, 

The numerical data therefore consists of a matrix of 55 rows and 15 columns, ie. 55 cases 
of 15 variables each. We would like to discover relationships between the various 
cOLlntries and the various events and to represent these relationships on suitable plots, For 
this end, principal component analysis will be used to elucidate the structure in the data, 
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The first step in a principal component analysis is the calculation of the correlation 
matrix. For this data matrix. the correlation matrix is given by: 

[100 [200 [400 EAOO [1500 E3000 [mar ml00 m200 m400 mROO m1500 m5000 ml0000 mmar 

L lOO 
I':!OO .9') 
140,) '.)") 

.Cl ! .(16 
I ~100 ." ., , .72 · 90 
j. L (JOO 

'7 " 
.70 .79 .90 

I :000 ,'/'\ .·Il .78 .86 .97 
Im,11" • ()9 ,69 .7l .7B .8R . ')0 
H1L{)() ,u"; .73 .67 .63 .1:'5 .60 . 6:~ 
Ill.! 00 · '77 .Ill · '73 . 7 ~~ .66 .70 .71 .92 1 
lll'!OO · :10 .H) .81 .76 .70 .71 .66 .84 .85 1 
l\l:100 · ~~ ! .82 .78 .79 .H5 .B6 B" .76 .81 .87 1 
ml'JOO .7() . '17 · '17 .84 .BH .B9 .83 .70 .78 .84 .92 
Inl)()OO , , .7l · ')'1 .82 .B6 .B7 .B1 .62 .70 .n .86 .93 
1111 U()l)O .72 .7e .74 H" .B7 .87 .82 .63 .70 .79 .87 .93 .97 
!llmel r .b6 .6) .69 .7G .82 .B2 .77 .52 .60 .71 .81 .87 .93 .94 

The cOl'relation matrix could be very awkward and cumbersome to present when there are 
many variables. For this reason, many programs present also ({ sorted and shaded 
corre lati 011 matri x 6. 7, wh ich represen ts the correlation matrix succi nctly in I ittle space. 
The variables are sorted so that those with higher correlations are grouped together. The 
correlations are then represented by symbols: the denser the symbol, eg, the 
multiplication sign (X), closely followed by the addition sign (+), the larger is the 
magnitude of the correlation between two variables. Conversely, sparser symbols like the 

dash (-). the dot C.) and the space ( ) represent progressively smaller correlations. In our 
case one representation of the above correlation matrix is gi ven by: 
ABSOLUTE VALUES OF CORRELATIONS IN SORTED AND SHADED FORM 

I11mar X 
[1500 XX 
11110000 XXX 
E3000 XXXX 
1115000 XXX XX 
fmar +XXXXX 
m1500 XXXXXXX 
E800 +XXXX+XX 
m800 XXXXXXXXX 
m100 -+++++++X 
m200 ++++++++XXX 
[200 ++++++++X+XX 
m400 ++X+++X+XXXXX 
fl00 ++++++X+X++XXX 
E400 +X+++++XX++XXXX 

THE ABSOLUTE VALUES OF THE MATRIX ENTRIES HAVE BEEN PRINTED ABOVE IN 
SHADED FORM ACCORDING TO THE FOLLOWING SCHEME: 

LESS THAN OR EQUAL TO 0.195 
0.195 TO AND INCLUDING 0.390 
0.390 TO AND INCLUDING 0.585 
0.585 TO AND INCLUDING 0.780 

Z GREATER THAN 0.780 
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One can note here that all the correlations are quite high (>0.5) as evidenced by the dense 
symbols (X and +). The highest correlations however are observed between times for 
similar distances for males and females together. Thus for events longer than or equal to 
800 metres (mmar, f1500, ml 0000, f3000, m5000, fmar, m 1500, f800, m800) most of the 
cOl"relations between them are represented by X, and are greater than 0.78. Similarly for 
the shorter events (m 100, m200, f200, m400, fIOO, f400) most of the correlations exceed 
0.78 and are therefore again represented by (X). These two groups of variables are still 
appreciably correlated together, as evidenced by the many plus signs (+) in the lower left 
part of the sorted and shaded correlation matrix. 

The eigenvalues of the correlation matrix. 

A very important part of the output of any factor analysis is the list of eigenvalues of the 
correlation matrix, since these give the square of the lengths of the principal axes of the 
ellipsoidal scatter. A 'histogram' of the eigenvalues, also called a scree plot 11. 14, is 

usually also given. This is a plot of the i'th largest eigenvalue Ai against i. This plot is 
given so that one can visualise the relative sizes of the eigenvalues. The eigenvalues in 
this case, along with the associated scree plot, are given next: 

Histogram of eigenvalues. (Scree Plot). 

Eigenvalue Histogram 

1 11.9394 ************************************************************** 

2 1.1458 
3 0.5431 
4 0.4133 
5 0.3195 
6 0.1599 
7 0.1130 
8 0.0764 This and remaining eigenvalues are too small to appear. 
9 0.0671 
10 0.0634 
11 0.0501 
12 0.0434 
13 0.0309 
14 0.0197 
15 0.0150 

There are as many eigenvalues as there are variables originally, 15 in this case. Since each 
standardized variable has by definition a variance of 1.0, the total variance of these 15 
variables (in stanclardised form) is exactly equal to IS. It can be shown mathematically 
that the slim of the eigenvalues is exactly equal to the total variance of the system, which 
is unaffected by any rotation of coordinates. In fact, the 15 eigenvalues given above have 
a slim of 15.0000 as predicted by the theory. 
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The eigenvalue of a given principal component is equal to the variance explained by that 
component. [n this case, the largest eigenvalue, that is the eigenvalue of the first principal 
component, is 11.94 and therefore explains 11.94/15 or nearly 80% of the variation in the 
original data. Similarly the eigenvalue of the second principal component explains 
1.1 SI 15 or abollt 8% of the variation, whilst the third eigenvalue explains 0.54/15 or 
about l% of the total variation. The first three factors together therefore account for 91 % 
of the variance in the original data. This information is usually summarized in a table: 

fACTOR VARIANCE CUMULATIVE PROPORTION OF VARIANCE CARMINES 
EXPLAINED IN DATA SPACE IN FACTOR SPACE THETA 

------ ------- - ------------- ------------- ------

1 11.9394 0.7960 0.8761 0.9817 
2 1.1458 0.8724 0.9601 
3 0.5431 0.9086 1.0000 
4 0.4133 0.9361 
5 0.3195 0.9574 
6 0.1599 0.9681 
7 0.1130 0.9756 
8 0.0764 0.9807 
9 0.0671 0.9852 

10 0.0634 0.9894 
11 0.0501 0.9927 
12 0.0434 0.9956 
13 0.0309 0.9977 
14 0.0197 0.9990 
15 0.0150 1.0000 

THE VARIANCE EXPLAINED BY EACH FACTOR IS THE EIGENVALUE FOR THAT FACTOR. 
TOTAL VARIANCE IS DEFINED AS THE SUM OF THE POSITIVE EIGENVALUES OF THE 
CORRELATION MATRIX. 

In the second column of the table above, the cumulative proportion of the total variance is 
the slim of the variance explained (eigenvalues) up to and including the factor, divided by 
the sum of all the eigenvalues. Thus the first factor explains 80% of the variance, the 
first two factors explain 87%, the first three explain 9 I % as shown above, and so on. The 
third column is similarly obtained by dividing by the cumulative sum of the eigenvalues 
by the sum of the first three eigenvalues only, rather than by the sum of all the 
ei gen val ues ( 15.0). This is because we had requested the program to gi ve us the first three 
principal components. (This will be discussed further on). The last column gives 
Carlllines' theta, a parameter ranging from 0 to I. The fact that its value of 0.9817 is very 
near to I implies that the factor analysis on our data set was successful, as a large 
proportion of the variance was explained by very few factors. A similar parameter is 
Cronbach's alpha, a measure of internal consistency of the variables in a data set. In our 
case alpha is found to be 0.98 I 5 which is very near the maximum value of I. This again 
implies that there are high correlations between our variables, and that parsimony is 
successfully achieved with the first few components. 
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The principal components or factors. 

\ .. I . I 'b I b h /. l l' I 11 14 . I I f\ pnnclpa component IS (eSCrl ec y t e. actor (J(t( tngs .. or, eqUlva ent y, 
loudings of the original variables on it. As explained above, a principal component can be 
uniquely specified by these loadings. The loading of an original variable on a principal 
component can be interpreted as the correlation between them. The loadings for the first 
three principal components are given in the following table: 

UNROTATED FACTOR LOADINGS FOR PRINCIPAL COMPONENTS 

VARIABLE FACTOR 1 FACTOR 2 FACTOR 3 

flOO 0.868 0.253 0.283 
f200 0.869 0.335 0.242 
f400 0.881 0.138 0.343 
f800 0.903 -0.111 o .19l 
fl500 0.913 -0.294 0.129 
nooo 0.920 -0.252 0.073 
fmar 0.874 -0.199 -0.029 
m100 0.777 0.491 -0.311 
m200 0.853 0.403 -0.177 
m400 0.890 0.291 -0.122 
m800 0.945 0.030 -0.094 
m1500 0.954 -0.109 -0.110 
m5000 0.925 -0.247 -0.138 
ml0000 0.930 -0.249 -0.158 
mmar 0.865 -0.353 -0.139 

VP 11.939 1.146 0.543 

THE VP IS THE VARIANCE EXPLAINED BY THE FACTOR. 
IT IS COMPUTED AS THE SUM OF SQUARES FOR THE 
ELEMENTS OF THE FACTOR'S COLUMN IN THE FACTOR 
LOADING MATRIX. 

As pointed out above, the sum of the squares of the loadings of a given component is 
equal to the square of the length of the associated principal axis, that is, its eigenvalue or 
the variance explained by that component. Thus, for the first component under the 
heading 'Factor I', we have that .8682+.8692+ .... +.8652 is equal to 11.939, the 
eigenvalue of the first principal component. This component is defined by the equation 

PI = 0.868*fl 00+ 0.869*f200+ ..... + 0.865*mmar, 
where all the variables on the right hand side are in their standardised version. The second 
and third components, P2 and P3, are similarly defined from the two columns on the 
right. 
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Since the correlations (Ioadings) of PI with the IS variables are all positive, one can 
interprct PI to be a measure of the overall athletic prowess of a country. Countries with 
abovc average times on the mL\jority of events tend to have high positive scores on this 
component. Conversely, countries which are strong in track events, and have shorter 
timcs, tend to have high negative scores on this component. 

The second principal component under the heading 'Factor 2' has smaller loadings on the 
variables, but is still readily interpretable. It has positive loadings on the short distance 
events (m I 00, m200, m400 1'100, 1'200 and 1'400) and negative loadings on the longer 
events. It therefore contrasts sprints with the longer distance times. Countries which are 
poor in sprint but do better in the longer distances tend to have high positive scores on 
this factor, whilst countries which do better in the sprint than in the long distances will 
have high negative scores. 

The third component under the heading 'Factor 3' has positive loadings on most female 
events, and negative loadings on the male events. This factor therefore cli fferentiates 
between those countries where females do worse than males from those countries where 
females do better. Countries where females fare worse than males have a high positive 
score on this factor, whilst countries where females do relatively better than males have a 
high negative score. 

In the above we decided to retain only the first three components. In general, how does 
one decide how many components are needed to provide an adequate summary of the 
given data set? There are various ad hoc rules for this, the most common being: 11,14 : 

i) Retain only the components with eigenvalues larger than I: components with 
cigenvalues less than one account for less variation than an original standardised variable. 
This is the default method in most computer programs. 
ii) Include just enough components to explain some relatively large percentage of the 
total variation. Figures between 70% and 90% have been suggested although this will 
become smaller as the number of variables increases. 
iii) The scree plot of the eigenvalues is inspected for a possible 'elbow' in the curve. 
Eigenvalues above this elbow are considered large and their principal components are 
I·etaincd. 

In our case, we decided to retain three components because they account for 91 % of the 
variation, and all three components can be readily interpreted. 

The factor scores. 

The three most important principal components PI, P2 and P3 have now been extracted 
from our data, and we have explicit equations for them in terms of the original 
standardised variables. It is therefore possible to find the values of PI, P2 and P3 for 
every case (country) in the data set. The values of PI, P2 and P3 obtained for each case 

I f" 1 1 1 14 TI [' f' h f' h f" h are (1l0WIl as" actor scores' , . 1e actor scores 0 eac country or t e Irst tree 
principal components are listed in the following table: 
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country 

The United States 
East Germany 
Russia 
Great Britain 
West Germany 
Italy 
Poland 
Australia 
Czechoslovakia 
Canada 
E'rance 
Finland 
Belgium 
Sweden 
Netherlands 
Rumania 
New Zealand 
Switzerland 
Hungary 
Kenya 
Norway 
Denmark 
Austria 
Ireland 
Spain 
Brazil 
Japan 
Portugal 
Mexico 
Colombia 
Chile 
Israel 
Greece 
Taiwan 
Argentina 
India 
China 
Bermuda 
South Korea 

usa 
eg 
rus 
gb 
wg 
it 
po 
aus 
cz 
ca 
fra 
fin 
bel 
swe 
net 
rum 
nze 
swi 
hun 
ke 
nor 
de 
aut 
ire 
spa 
bra 
jap 
por 
mex 
co 
chI 
isr 
gre 
tai 
arg 
ind 
chi 
ber 
skor 

Luxemburg lux 
Turkey tur 
North Korea nkor 
Burma bur 
Philippines phi 
Dominican Republic dom 
Malaysia 
Thailand 
Costa Rica 
Indonesia 
Singapore 
Guatemala 
Papua I< New 
t'rauritius 
Samoa 
Cook Islands 

mal 
tha 
cri 
ndo 
sin 
gua 

Guinea pap 
mau 
sam 
cook 

Symbol 

-1. 38 
-1.24 
-1.24 
-1.19 
-1,12 
-1. 00 
-0.95 
-0,93 
-0.89 
-0.88 
-0.83 
-0.79 
-0.73 
-0.70 
-0.69 
-0.65 
-0.64 
-0.61 
-0,55 
-0.55 
-0.47 
-0.46 
-0.44 
-0.41 
-0.39 
-0.35 
-0.27 
-0.24 
-0.16 
0.05 
0.03 
0.06 
0.08 
0.10 
0.16 
0.17 
0.21 
0.24 
0.29 
0.30 
0.37 
0.45 
0.75 
0.76 
0.82 
0.83 
0.97 
1. 00 
1. 00 
1. 05 
1. 20 
1. 61 
1. 74 
3.18 
3.43 

-1. 22 
-0.83 
-0.66 
-0.53 
-0.55 
-0.55 
-0.68 
-0.50 
-0.51 
-0.70 
-0.63 
-0.05 

0.19 
-0.10 
0.48 
0.81 
0.87 
0.42 

-0.07 
0.57 
1. 33 
0.58 
0.26 
1. 01 
0.83 

-1.09 
0.57 
1. 63 
0.86 
0.41 
0.44 
0.66 

-0.36 
-0.57 
-0.64 
0.55 
0.80 
1. 88 
0.16 
0.42 
1. 36 
2.16 
0.56 

-0.64 
-2.18 
-1.39 
-1.30 
1. 39 

-0.60 
-0.78 

0.45 
-0.12 
-0.07 
-2.77 
2.21 

Factor Scores 
123 

-0.12 
-1. 64 
-1.00 
-0.23 
-0.75 

0.75 
-1. 08 
-0.13 
-2.32 
-0.99 

0.05 
-1.02 

0.23 
-0.29 
-0.55 
-0.86 
-0.07 

0.42 
-0.22 
1. 08 

-0.30 
0.15 

-0.84 
-0.15 

1.16 
0.88 
1. 43 
1. 09 
0.76 
0.61 
1. 39 

-0.39 
1. 31 

-1.77 
0.27 
0.71 
0.77 

-0.23 
1. 64 
1.71 
1.19 

-1. 00 
0.15 

-0.79 
1. 01 
0.99 
0.04 
0.76 
0.33 
0.05 
0.07 
0.01 

-0.91 
0.53 

-3.19 

33 
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=================================================== 

Although the original data set was in alphabetical order of country, we decided to list the 
countries in ascending order of the first factor score. As pointed out above, the first 
principal component measures the overall athletic prowess of a country with weaker 
cou ntries havi ng higher scores on this component. The above list is therefore ordered, 
with the stronger nations like the United States, East Germany, Russia, Great Britain etc. 
at the top of the list, right down to the weaker nations. We have therefore achieved a 
ranking of the countries in the original data set. 

Similarly, the second factor score differentiates countries of similar ability according to 
whether they are better in the sprints than in the long distance events. Countries who are 
relatively stronger in sprints have negative scores on the second factor, whilst those who 
do relatively better in long distances have positive scores on this factor. To make this 
point clearer, one can plot the first two factor scores (given above) against each other. 
This scatterplot is given in Figure 4. Here, the factor score of the second principal 
component (Factor 2) is plotted on the vertical axis against the factor score of the first 
principal component (Factor I) on the horizontal axis. In this figure, therefore, stronger 
naliol1s appear to the left whilst the weaker nations appear to the right. Countries who do 
relatively better in sprints appear in the lower half of the plot, whilst those who do 
relatively better in the longer distances appear in the upper half. 

Thus for example on the right hand side of the plot in Figure 4, the Cook Islands (Iabeled 
as cook) and Samoa (Iabeled as sam) both have high positive scores for Factor I, 
indicating the relatively low overall athletic standard in these two countries. These are 
however differentiated by the second factor score. The Cook Islands have a high positive 
score on the second component, so that they do better in the long distance events. 
Conversely, Samoa has a high negative score, so it does relatively better in the sprints 
than in the long distances. Similarly looking at the central third of the table from bottom 
to top, one has the Dominican Republic, Bermuda, Malaysia and Thailand (dOlrt, 1xr, mal, 
tlw) who have very similar record profiles with a higher standard of sprinting, right up to 
North Korea, Turkey and Costa Rica (nkor, tur, cri) who are of comparable strength as 
the previous group, but are relatively better in the longer distances. In a similar way, the 
stronger nations in the left hand third of the table are separated by the second component 
into countries where the sprints predominate as in the United States, East Germany, 
Russia, Canada and Brazil (usa, eg, ms, ca, bra) and those who are stronger in the longer 
distances like Portugal, Norway, Ireland and New Zealand (por, nor, ire, nze). The factor 
scores of the first two principal components, which have been given above and plotted in 
Figure 4, therefore provide an effective two-dimensional summary of the original data set. 

Silllilar plOlS can be given for Factor 3 scores versus Factors scores I or 2. They could 
even be plotted simultaneously in Lt three dimensional scatterplot. The third factor score, 
Factor 3, is the last column in the ranking list of nations given above. As pointed out 
above, the lhird faclor distinguishes countries of comparable standards by the relative 
performance of males and females. Considering the stronger nations in the above list, 
females do relatively better than males in countries with negative third factor scores, such 
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as East Germany, Russia, Poland, Czechoslovakia and Canada. In the USA, Australia and 
France, this score is nearly zero, so the two genders have comparable performances in 
these countries. Conversely, males do better than females in countries like Italy with a 
high positive score on the third factor. 

As can be seen from the above considerations, our original data set with IS variables has 
been successfully summarized by just three components and has been effectively 
represented by a scatterplot between the scores on the first two components. Data 
reciuction has been efficiently performed on this data set. 

Rotation of the principal components. 

In principal component analyses, rotations are sometimes performed also on the principal 
components themselves in a biel to obtain simpler factors. The goal is to make the 
loadings for each factor either large or small, not intermediate. There are two types of 
!"Otations ().~. In orthogonal rotations, the resulting factors are still perpendicular 
(orthogonal) to one another and the factors are not correlated together. Alternatively, one 
could allow these rotations to be oblique, rather than orthogonal, so that the factors are 
allowed to be correlated between themselves. With oblique rotation there is a greater 
lendency for each variable to be associated with a single factor, thereby simplifying 
interpretation of the factors. Plots are sometimes drawn of the rotated factor loadings: the 
loadings of the variables for one factor are plotted against those of another factor in a 
two-dimensional scatterplot. 

As an example, an oblique rotation was performed on the first two principal components 
of the track data. One factor is made up of the long distance events whilst the second 
factor comprises the shorter distances, as in the sorted and shaded correlation matrix 
which was presented above. Since the correlation between these two factors is quite high 
(0.746), a scatterplot for the factor scores of these oblique factors would be not be as 
in formati ve or easi ly i nterpreteel as the analogous plot in Figure 4, where the scores were 
for the necessarily orthogonal (and hence uncorrelated) principal components. 
Conversely, if the correlation between the two oblique factors was low, the plot for the 
factor scores would be very similar to the plot given in Figure 4 . 

Oblique rotation of factors is very popular in applications of social science and 
psychologyl'~, where the emphasis is on the correlational structure of the variables rather 
than on the distinction between the cases. 

Principal component analysis, factor analysis and other multivariate techniques. 

The two terms principal component analysis (PCA) and factor analysis (FA) are 
sometimes used interchangeably, but this is not exactly correct. In fact, principal 
component analysis is the simplest type of factor analysis. A default run of the factor 
analysis option in most computer packages is usually a principal component analysis. For 
this reason principal components are often referred to as factors, but one should not 
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forget that factor analysis embraces a whole range of techniques for extracting factors 
from data. Of these techniques, principal component analysis is the simplest and the most 
intuitive. In all techniques of factor analysis, however, suitable rotations of coordinates 
are performed from the old variables to the final extracted factors. 

Many multivariate techniques in statistics, like multidimensional scaling 8, 11, cluster 
I . f' . bl 7 I 7 8 11 I I I . 7 1 1 I' f' ana YSls or vana es anc cases " ,anc corresponc ence ana YSls' or requency 

tables, resemble principal component analysis 6,8,11 and factor analysis 6,8,11 in that they 

try to achieve a parsimonious and faithful description of the underlying data. Data 
reduction is a common goal to most procedures in multivariate statistics. These 
multivariate techniques are described in many standard references, some of which are 
cited below. 

Statistical Analyses. 

The above statistical analyses were performed with BMDP, the Bio-Medical Data 
Package 6, 7. In particular we lIsed program I D to obtain the simulated data sets, and 
program 4M for principal component analysis 6. The sorted and shaded correlation matrix 
can also be obtained from the program IM for ~Iuster analysis of variables 7. The above 
analyses can also be easily performed with other programs such as SPSS 8,9, 14, which 
was used to plot the graphs in Figures I, 2 and4. 

Suggestions for further reading. 

The subject of correlation is treated in many elementary textbooks of statistics 3, as also 
in the biostatistical texts 2,4,5 and in the excellent archaeological text by Shennan 1 , This 

text also has a very readable exposition of principal component analysis and other 
multivariate techniques, and is strongly recommended for the non-mathematical reader. 
The reference manuals of statistical software packages like BMDP 6, 7 or SPSS 8 also 
describe most multivariate statistical techniques, of which they give many practical 
examples, along with clear, annotated output. These manuals are an excellent sourcebook 
of such techniques, and are strongly recommended to the general reader. 

The book by Bryman 9 describes how to use SPSS for Windows to perform numerous 
statistical techniques, and clearly explains the SPSS output. The book by Tacq 14 also 
gives very good accounts of many multivariate techniques, how to execute them with the 
programming language of SPSS, and how to interpret the output of the program. This 
book gives many interesting examples from the social sciences, and also gives some 
mathematical and numerical detai Is for the more mathematically oriented reader. 

There are many good books on l1lultivariate statistics, of which we cite a few 11,12,15.16,17. 

These texts are more mathematically disposed, those by Fluryl6 and Manleyl7 being 
I· I ·1 . h I bE' 11 J I 17 M' l'i .-s Ig1ty easier tan t10se y ventt, Olnson - and OI'l'lson'. These five books 

contain numerous applications of principal component analysis and other Illultivariate 
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techniques to different disciplines, and should therefore be of interest even to non
mathematical readers. 
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Figure la: Matrix plot of the variables V I, V2 and V3. 
Their correlation matrix RI is given in the text. Since 
the correlation between the variables is low, the scatter plot 
for each pair of variables assumes a circular shape. When 
plotted together in a three dimensional plot, the scatter 
assumes a spherical shape as shown in Figure lb. 
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Figure lb: Three dimensional scatterplot of the variables V I, V2 and V3. 
Since the variables are not correlated the scatter assumes a spherical shape. 
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----------

Figure 2a: Matrix plot of the variables W I, W2 and W3. 
Their correlation matrix R2 is given in the text. Since 
the correlation between the variables W I and W3 is high, the 
scatterplot for these two variables assumes the shape of a long, 
thin ellipse as shown in the top right or bottom left scatter plots. 
When plotted together in a three dimensional plot, the scatter 
assumes the form of a flat ellipsoid which is nearly two
dimensional. Two views of this ellipsoid are shown in 
Figures 2b and 2c. 
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Figure 2b: One view of the ellipsoidal scatter for the three variables 
W I, W2 and W3. From this view one can appreciate the flat nature of this 
ellipsoid. The scatter can be safely considered to be two dimensional as 
there is little scatter or variation in going from left to right in this Figure. 
Most of the scatter can be observed if one looks from the right or the left. 
The scatter from this point of view is shown in Figure 2c. 
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Figure 2e: A glimpse of the scatterplot between W I, W2 and W3 from another 
point of view, showing more clearly the two-dimensional plane containing 
most of the scatter. The scatter in this plane is elliptical with the major axis 
pointing from bottom left to top right, and with the other axis parallel to W2. 
These directions are called the principal directions or principal components. 
A third principal component exists normal to these two, but this is not 
important as little variation occurs in this direction, as was shown in Figure 2b. 

4 

2 

(I 

D Q 
Cl 

4 :,: 
2 

o 

•. 1 I) 

\t',l3 

2 
:3 4 

42 



Collectio/l VI 43 

Figure 3: An illustration of the rotation of coordinates in principal component analysis. 
The scatterplot for W I and W3 is shown as an ellipse. Please see the corresponding 
scatterplot in the matrix plot of Figure 2a. This ellipse is inclined at an angle of about 4S() 
to the WI and W3 axis. The principal components are defined to be the directions defined 
by the major and minor axes of the ellipse. These are shown as dashed lines and are 
labeled P I and P3. The direction W2 is normal to the plane of the paper. Since W2 is not 
correlated with either W I or W3, the principal component P2 is identical to W2, and is 
not affected by the rotation in the W I, W3 plane. Positions of points in the scatter can 
then be conveniently referred to the PI, P2 and P3 system of coordinates rather than to 
the old coordinates WI, W2 and W3. As shown in the diagram, little variation occurs 
along the P3 axis (the direction where the ellipse is very narrow). This component can 
lherefore be safely ignored, retaining only the two components PI and P2. This leads to a 
simpler description of the data. 
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Figure 4: Scatterplot of the first two factor scores for the athletic records data. This is a 
plot of Cl set of IS-dimensional observations in the space of the first two principal 
components. The first principal component represents a measure of the overall athletic 
prowess of Cl country: countries with above average times on the majority of events tend 
to have high scores on this component. So weak nations (eg the Cook Islands and Samoa) 
appear on the right of the scatterplot, whereas the stronger nations (eg the United States, 
Russia and East Germany) appear to the left. The second component mainly contrasts 
performance in sprints with the performance in the middle and long distances. Countries 
particularly good at the longer distances (eg Norway and Portugal) tend to have high 
scores on this component, and appear towards the top of the plot. Countries with good 
sprinting times (eg. the United States, Bermuda, the Dominican Republic) appear towards 
the bottom of the plot. The original data set with IS variables has therefore been 
effectively and parsimoniously represented by a scatterplot of the factor scores derived 
from its first two principal components. 
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Iso-Taxi Geometry: A New Approach 

Anne C. Yancey 

Math Anxiety 
"Let no one ignorant of geometry enter here". 

These words were inscribed over the doors of Plato's Academy, and such a forbidding perception of 
the field of Mathematics has permeated society since those days. For more than 5500 years, from 
Ancient Greece to the beginning of the third millennium, ordinary people have passed on this fear of 
Mathematics to their children. In ancient times, the public could have been informed clearly about the 
field of mathematics, the methods of mathematical thoughts, mathematical objects and their 
properties, and how these relate to nature and society. Unfortunately, however, Mathematics was 
conveyed as being both difficult and abstract, and thus, it became generally accepted that 
Mathematics is not for the average mind. As a result, instead of well-understood strategies of 
investigation, something quite awkward and unattractive appeared. The common widespread 
assumption that has continued through present day is that people are either good with words or with 
numbers, not both. 

Generally once a negative attitude and an anxiety are formed, it becomes quite difficult to change. 
These feelings often persist into adult-life with far-reaching consequences in the form of avoidance of 
mathematics, distress, and interference with conceptual thinking and memory processes. Although 
mathematics aims at right answers, these answers can be reached through open-ended problems -
mathematics being experienced as a series of discoveries to be made by the learner. Rather than 
mathematical methods and rules, learners need to acquire abilities to analyze, question, test and find 
solutions. Thus, developing knowledge and skills relating to the processes which can later be applied 
in any situation. If such a different approach could be taken in the early stages of Mathematics 
education, an approach that could be built upon in later years, then great steps could be taken at 
relieving math anxiety and reducing the common fear. One such approach to this teaching style is 
examined in Iso-Taxi, or Chinese Checker geometry. 

A New Geometry 

There are only three regular polygons that will tessellate a plane - the square, equilateral triangle, and 
regular pentagon. Of these, only two form a regular grid. Extensive work has been done with the 
square grid in Taxi-Cab geometry, where the placement of points and the movement between points 
is restricted to the lines of the grid as if the lines represent the city streets and the points represent 
taxi cabs. If we instead consider the plane of equilateral triangles, and restrict the points and 
movements similarly on this new isometric grid, a geometry quite different than either Euclidean or 
Taxi-Cab can be developed. In previous work this new geometry has been referred to as Iso-Taxi 
geometry, however, if we examine the physical appearance of our grid, it is noticed to resemble the 



Collection VI 46 

playing surface of a popular children's game. Hence, for our purposes, we will refer to it as Chinese 
Checker geometry. 

Before looking at any geometric properties or geometric sets, we must first understand the isometric 
Chinese Checker plane and the naming of Chinese Checker points. The three axes that exist in our 
plane, X, y I and y', are each separated by 60 degrees and divide the plane into hextants which are 
numbered I-VI in a counter-clockwise manner. (Figure 1) Chinese Checker points are then named 
according to their position relative to the x- and y-axes (Figure 2), and the slanted y-axis creates a 
situation such that points with the same X coordinate do not lie in a vertical line. Instead the 
geometric solution to an equation such as X = -2 is a slanted line parallel to the y-axis. Also, the y'
axis is used only in determining the orientation of points which, in essence, chooses of the 
appropriate distance equation. (This idea will be further explained.) 
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Figure 1 Figure 2 

When comparing Euclidean geometry, Taxi-Cab geometry, and Chinese Checker geometry, points, 
lines: ~nd angles are the same. The significant difference in the three is the distance equation. The 
restriction of movements between two arbitrary points to the lines of the playing surface leads to a 
situatio~ such that the distance equation is dependent upon the relative position of the two points. 
From thiS concept, three separate distance equations have been developed: 

I. If the points have a I-IV orientation, then c(. = Ix, - Xli + Iy, - Y21. 

11. If the points have a 1/- V orientation or lie on a line parallel to the y- or y' axis, then 
c( = Iy, - Y21· 

/!!. If the points have a 111- VI orientation or lie on a line parallel to the x-axis, then 
c( = Ix, - x21· 
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In each of the following examples, the orientation of points A and B were determined, and the 
appropriate distance equation was used. 

Point 1\ = (I, I) and point B = (-1,-1) have a /-/Vorientation. 

de =Ix, -x21+ly, - Y21 
= 11-(-1)1+11-(-1)1 
=121+121 
=4 
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Point C = (- 2,3)and point D = (1,-2) have a I/-Vorientation. 

de = Iy, - Y21 
=13 -(-2)1 
= 151 
=5 
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Point E = (- 3,2)and point F = (3,-2) have a I/-Vorientation. 

de = IXI -x2 1 

= 1(-3) -31 

=1-61 
=6 
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As previously mentioned, the concepts of points, lines, and angles are unchanged. This is because 
they are independent of the distance formula. Certain geometric properties and geometric sets, 
however, are dependent upon the distance formula and are therefore affected by any change in the 
metric. Consider the circle. 

A circle consists of all the points equidistant from a fixed point called the center. When such points 
are found on the isometric grid, the resulting figure is what we commonly call a hexagon. 
Furthermore, if we define pi to be the ratio of circumference to diameter the value of pi can be 
calculated to be 3. (Figure 3) The area of the circle is also changed when it exists on the isometric 
grid. Using the unit equilateral triangle that tessellates the plane as a unit of area, we can count the 
number of such units it takes to tessellate the interior of the figure - 24. Subsequently, we can derive 
a formula for Chinese Checker-area, Ac = 2nr2. 

Further Consideration 
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While there are an endless number of geometric properties and geometric sets that can be examined 
in this manner, and while this is only one possible educational model, this glance into Iso-Taxi 
geometry, when considered as Chinese Checker geometry, allows us to see the impact that teaching 
style can have on the interest of students. If during instruction on this new geometry students are 
allowed a hands-on approach with the use of a Chinese Checker board and playing marbles, the 
subject can be presented in a manner that is much less foreign to the students. Hence, the common 
fear that is associated with new mathematical topics can be lessened, and the first steps at relieving 
math anxiety can be taken. 
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Basic Properties of Cayley Graphs 

Andrew Duncan and Andrew Cortis 

Introduction 

Cayley Diagrams are one of many representations of finite groups. They provide a 

means of representing a group diagrammatically and various properties of groups 

including commutativity can be extracted from the graph. The Cayley diagram also 

provides sufficient information to test for isomorphism between groups, and thus is a 

useful tool for recognizing the type of a given group. This technique of representing 

groups as graphs was introduced by CayJey in 1878. The Cayley diagrams described 

below are a variant of the actual Cayley diagram and are referred to as Cayley 

Digraphs. 

Let S = {gI, g2, ... , gn} be a set of distinct elements and let G = < gl, g2, ... , ~>, i.e. G 

is the group generated by the set S. 

We can define a relation ~ on G such that a ~ b iffb = gja, where gi E S. Thenthe 

Cayley Digraph Cay(G,S) is the digraph formed from. the relation ~, where the vertex 

set of the graph is the group G. 

Informally, the Cayley Digraph is a digraph with the elements of G as vertices, and 

there is an edge from a to b if b = gia, where gi is some gener.nor of G. 

' .. ' ~ 

a 

An example of a Cavlev Diagram: Cc 
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Here are various simple properties of Cayley Digraphs: 

1. Let a be a vertex in Cay(G, S), and ISI = n, then deg+(a) = deg-(a) = n. 

Proof: 

Let a E G, then gl-I a, g2-la, g3-la, ... , gn-1a are n distinct elements in G (by 

closure), since suppose that: 
-1 -I S gi a = gj a, gi, gj E , 

-I -I 
~ gi = gj ~ gi = gj, 

since inverse elements are unique, contradicting the premise that elements of 

S are distinct. 

Similarly, 

g1a, g2a, ... , gna are n distinct elements in G (by closure), and a ~ gia , 

lor all i = 1... n. 

2. Cay(G,S) is strongly connected (ie. there is a path from a to b andft-om b to a 

whenever a and b are vertices in the graph) 

Proof: 

Let a, bEG. 

b = (ba-1)a and ba-1 
E G (closure in G) 

Now since S is the generator set for G, ba-I can be expressed as : 

b -I 1, 2, 3, b h h I, k, S Co d") a = a a a ... a suc t at a , ... ,a E not necc. lstmct. 

Therefore, one can follow the edges defined by the sequence of 

generators a],a2'a3
' ... ak

', starting from vertex a to fonn a path from a 

to b. 

Using the same approach one can also find a path from b to a 

3. IfG:;f{e} then ~ is irreflexive i.e. Cay(G,S) has no loops 

so 
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Proof: 

IfG -:f. {e}, then {e} -:f. S, and so a -:f. gia for any gi E S. 

Thus, a is not related to itself, and so there are no reflexive loops in 

Cay(G,S). 

4. If for all gE S, g-l E S, then ~ is a symmetric relation, ie Cay(G,S) is an 

undirected graph. 

The following proposition is stated without proof. This proposition can be 

possibly used as a test to check whether two groups are not isomorphic from their 

Cayley Digraph. 

5. Let G1 = <SI>, G2 = <S2> be isomorphic groups, \SI! ~ \S2\, then Cay(G1,Sl) is 

isomorphic to a sub graph of Cay(G2,S2). 

Paths in Cayley Digraphs 

Definition: A Hamiltonian Path in a directed graph is a path passing through every 

vertex exactly once. 

It was noted that there appeared to be Hamiltonian paths in all the Cayley diagrams 

sketched. As of yet, however, no proof or disproof exists that every Cayley diagraph 

has a Hamiltonian path. To make matters worse, searching for Hamiltonian paths in a 

graph is intractable, thus making testing of large Cayley diagrams for Hamiltonian 

paths prohibitive. 

This is known as Lovasz conjecture and is stated as follows: 

Conjecture: (Lovasz) All Cayley Diagrams have a Hamiltonian path. 

ie. For any group G = <S>, Cay(G,S) has a Hamiltonian path. 

By exhaustively testing various Cayley digraphs, Willis [3] found a group (C2~) 

which doesn't have a Hamiltonian path for a particular generating set. However, 

choosing a different generating set for the above will yield a Cayley Diagram with a 

Hamiltonian path. 

SI 
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The conjecture should thus be revised to the following form: 

Conjecture: Let G be a finite group, then Cay(G,S) has a Hamiltonian path for some 

appropriate choice of the generating set S. 

The following propositions prove the conjecture for various classes of groups. Many 

stronger proofs are available, usually using complex graph theory. For more 

information see [2] 

Prop 1: Cay( Cn, { a} ) has a Hamiltonian cycle, for any n E 0+. 

Proof: 

Basis: Cay( Cd a} ) is Hamiltonian since it consists of a single vertex. 

Assume Cay(Ck, {a}) is Hamiltonian where Ck = re, a, a2
, a3

, ... , ak
-
1

} 

We can construct Cay(Ck+l,{a}) from Cay(Ck, {a}) by inserting a vertex ak 

between ak-I and e. Inserting this element does not affect Hamiltonicity, hence by 

inductive hypothesis, Cay(Ck+l,{a}) is also Hamiltonian. 

e 
a 

The Dihedral group D3 

Dn can be regarded as two n-polygons inset in each other 

Prop 2: Cay(Dn,S), S= {a,b} is Hamiltonian 

Proof: 

Dn = <a,b>, st o(a) = n 

o(b) = 2 

52 
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o(Dn) = 2n 

From the definition ofDn, we can also derive: 

(abi = e 
(bai) = an-ib * 

We can identify two cyles in Cay(Dn, S), namely 
2 3 n-I e ~ a ~ a ~ a ~, ... , ~ a 

and 

The number of elements in these two cycles totals to 2n, so every element 

must be a member of one of the cycles. In fact, every element must be a member of 

exactly one of these cycles. 

Since suppose :3 d E Du such that d = ai 
= ~b, 0 < i -:j:. j < n 

=> ~ = aib using * 
=> ai = aib2 

=> ai = ~ but this only holds when ij = 0 or n, 

which is a contradiction. 

In the case where i = j , then 

ai 
= ~b => e = b, which is also a contradiction 

Also, we have au-I ~ ab since (bau-l = ab by *), and b ~ e (since b2
= e). 

We can now define the following path: 

e -----7 a -? a2 
-? ... -7 au-I 

-? ab -? ;b -? a3b -7 ... -7 au-1b -? b -? e, which is a cycle 

containing every vertex in Cay(Du,S) exactly once, hence it is a Hamiltonian Path. 

Prop 3: Cay(Cm x Cn, S), S = {(a,e) , (e,b)} is Hamiltonian 

Proof: 

Let H = <a>. Then H < Cm x Cn and o(H) = m. 

Therefore we can partition Cm x Cn into n cosets: H, H(e,b), ... , H(e,bU
-
I
) 

Clearly in each coset we have (a\bi) -7 (ai+l,bi). Thus each coset forms a 

cycle within itself as shown in the diagram below. Between consecutive cosets we 
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also have that (a\~) -7 (al

, b1 
). These relations impose a directed grid on the set set 

of elements in Cm x Cn. 

( a2,h+--+----r--. 

(a3,b) 

H H(e,b) 

--l-------H. (a2,b"-1) 

(a3,bn
-
1
) 

In fact, the graph Cay(Cm x Cn, S) can be regarded as a directed grid on a torus in 3D 

space_ Each ring in the torus represents a coset in the group. Finding a Hamiltonian in 

Cay(Cn x Cm, S) is reduced to finding a Hamiltonian path along the surface of this 

torus. 



Collection VI 
For each i EN, 0< i<m, we can define path Pi as: 

Pi represents a Hamiltonian path of the ith row of the Cayley digraph and contains n 

vertices 

Also for all iJEN, O:S;i<m,O:S;j<n, (ai,bi) ~ (ai+\bi) 

Using these edges we can join each Pi, i = 1 ... m-I to form a Hamiltonian path for the 

entire graph as illustrated in the diagram below: 

An illustration of the path taken to fonn a Hamiltonian path on the surface of a 

toms 

The path (e,e)~(e,b)~(e,b2)~ ... ~(e,bn-l)~ Pj ~ P2 --+ P3~ ... ~Pm-j contains mn 

= o(Cm x Cn) elements, each element exactly once, therefore it is a Hamiltonian path 

as required. 

While this proof only applies for the direct products of 2 cyclic groups, it could be 

used as a basis for a proof for the direct product of an arbitrary number of elements. 

Instead of considering a grid of vertices on a torus in 3D space, one must search for a 

Hamiltonian path in a grid of vertices on an n-dimensional torus. Since every Abelian 

group a direct product of cyclic groups, proving Hamiltonicity for an arbitrary direct 

55 



Co//ec/io/l VI 

product will automatically imply the Hamiltonicity of all Abelian groups. 

Applications 

One application of Cayley Diagrams is in that on binary representation of data, 

namely Gray Codes. A gray code of length n is a sequence of n bit binary strings, 

with the property that consecutive words differ by at most one element Gray codes 

are useful in mechanical encoders since a slight change in location only affects one 

bit. Using a typical binary code, up to n bits could change, and slight misalignments 

between reading elements could cause high levels of error since flipping a bit will 

increase/ decrease the value by a power of two. For example, an error flipping the 

MSB of an 8-bit word will change the value by 27. 

Gray Codes can be represented by the direct product (C2t The difference between 

Gray Code and normal binary code is the ordering of the elements. In Gray code the 

"greater than" relation :2: is defined as follows: 

For ::i, b E (C2t, a:2: b iff a ~ *b 

The fact that «C2)", ~) is a totally-ordered set follows from that we can always find a 

Hamiltonian path in Cay«C2t,S) (since every two elements in the path are 

comparable) Thus «C2t, :2:) is a well ordered set by choosing the starting vertex 

(element) of the Hamiltonian path as the least element. 
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Godel's Theorem 

Matthew Sant 

At the beginning of the 20th century the mathematician David Hilbert posed a set of problems to the 
mathematical community that should have been the so-called road map oftasks to accomplish during 
the following hundred years. Among them was a problem which he posed in collaboration with 
Ackermann dealing with the question of whether a formal system of mathematical logic can be 
considered complete - where completeness implies that every true statement can be expressed within 
the system, possibly without a paradox. 

This was probably inspired by the recent discovery ofa series of paradoxes in Russell and Whitehead's 
Principia Mathematica which is now a de facto standard for defining and proving mathematical 
statements. The well-known Russell's paradox - formulated in a hundred different ways - has been 
catered for by denying the possibility of having a set being a member of itself However, other forms of 
paradoxes are not that easy to eliminate. Epimenides' paradox falls into this category: "I am a liar" or 
in logic-speak: "This statement is false". 

G6del's seminal work in 1931 not only managed to show that the PM system was inconsistent, but that 
any sufficiently powerful formal system is bound to be littered with paradoxes. It is worth stating how 
series this matter is: practically speaking he stated that there might exist theorems that cannot be proved 
or disproved - theorems about number theory itself, for instance. 

The approach to Godel's proofI am going to use is a simplified version based on the work of Douglas 
R. Hofstadter, "Godel, Escher, Bach: an Eternal Golden Braid". A book which I thoroughly 
recommend to anyone interested in the question of how animate matter can result out of combinations 
of inanimate matter. 
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INTRODUCING TNT 

TNT stands for typographical number theory and it is basically an arbitrary formal system that is 
sufficiently complete for our purposes. The reason for which we shall be working in TNT rather than 
PM or any other established formal system is to emphasise the point that GOdel's theorem can be 
applied to ANY system whatsoever and still result in a paradox - or contradiction in our case. 

The tools: 

Logical operators: 
A for all 
E there exists 
V or 
A and 

not 
such that 

Mathematical operators: 
+ * = , , 

Variables: 
a, a', a", a"', .. 4 

Num ber system: 
0, SO, SSO, SSSO, ... 

The axioms: 

Axiom 1: Aa:~Sa=O 
Axiom 2: Aa:(a+O)=a 
Axiom 3: Aa:Aa':(a+Sa')=S(a+a') 
Axiom 4: Aa:(a*O)=O 
Axiom 5: Aa:Aa':(a*Sa')=((a*a')+a) 

.' ...... ' .. ~'" 
. :, .~ .. 

Without going into exceptional detail it is just sufficient to know that with these axioms it is possible to 
express any statement in number theory. In fact we are going to assume that fact in order to prove the 
theorem. 

The task at hand is to import the statement "This is not a theorem of TNT" into TNT, possibly in a 
universal manner that is applicable to all formal systems. 

GODEL NUMBERING 

A first step in this direction is to introduce the revolutionary idea of replacing each symbol of the 
formal system by a number. You might ask yourself what is so revolutionary about such a change in 
notation. On one hand it represents an interesting way of making statements about numbers by using 
numbers that is going to be vital in order to prove this theorem, on the other it paved the way for the of 
AIan Turing and subsequently the invention of computers. 

To give you an example, if we choose '123','666','434' and '000' to represent a, ,S and 0 
respectively then the statement a=SO becomes 123666434000. 

Now we can use mathematical operations rather than string manipulations in order to express a new 
theorem. 
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THE CONCEPT OF THEOREMHOOD 

I am now going to give two definitions of theoremhood that we shall use to come up with our final G 
sentence: 

Definition: A number has theoremhood ifit corresponds to a valid theorem of TNT -or, in other 
words, to a true statement about numbers. 

Alternative definition: A number has theoremhood ifit is possible to create that number from O):lr small 
set of axiom-numbers, by the application of our small set of function-rules. 

ARITHMOQUINING 

This will be our next and final tool for the job. This is basically a way of expressing a theorem ~!' part 
of itself - again a form of recursion. The method is quite simple: replace every occurrence of\hv 
variable 'a' by the GodeJ number ofthe entire sentence. 

Example: a statement like a=80 has Godel number 123666434000 (using our previous notation) hence 
the arithmoquined version would be 123666434000=80 and the G5delised form would be 
123666434000666434000. 

PROVING GODEL 

All we need now is a statement about the impossibility of expressing the statement in TNT whose 
Godel number happens to be the number of the sentence. Without further ado I'm going to give you 
this statement and allow you to ponder upon it on your own. 

The arithmoquiue of "The arithmoquine of a is not a valid TNT theorem-number" is not a valid 
TNT theorem-number. 

SO WHAT? 

1 have already explained the implications of this theorem when it comes to logic and provability of 
theorems. However it is worth noticing that this theorem has some very interesting philosophical 
implications dealing with the way we think and the possibility / impossibility of artificial intelligence. 
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The Duplex of a Graph 

Alexander Farrugia 

1 What is the Duplex? 
Definition 1.1 Cons'icier a gT'nph G 'IU'ith the 'ueTie:r; set V(O) = {1JI,.·.,Vn } 

and edtjc set [(0) = {Cl, ... ,em} as ·w)1lnl. The Duplex of 0 (cienoted heTe 
hy DC:) -is the (fTO,ph with the following 'ueTte:r; (Lnd edge set: 

• V(DC:) = {'{JI •...• 'I'n.'III', .... '{I"',} 

• [(DU) = {CI" .. "C"".CI'",,,C/II'} snch that, fOT all Ci E [(0), i/Ci 

(Vi. /!,i), then Ci' = (1I
"
,'Uj') (Lnil Ci' = (Vi,,'/)j) 

CI(~arly,III,(DO) = 2m(G) and n(DO) = 2n(0) (hence the name 'duplex'). 
l"rOlll tile' ddinition of the Duplex of G, it is definitely bipartite with vertex pa.rti
tiollS {/I I , ... , '/I",} and {'/I 1', ... , 'Un' }. This means that DC always contains no odd 
circnit,s. Indeed, any odd circuit in G with v vertices will result in a circuit with 
:2'1' vertices ill DC, Even circnits in 0 with 'LV vertices result in two circuits, each 
with 11' vmtic('s, in DO. Figure 1 darities this point. 

102 

4 3 

102'1'02 

4' :3 4 T 

Graph G = C4 

Graph G = C:3 

Duplex of Graph G = 2. C4 

3~ 

~'. . _I 

\, 
Duplex of Graph G = C6 

Figul'C: 1: The Duplex of even and oelel circuit.s 

Tluls wc: have the following lemma: 

LClnrna 1.2 'i'he D'uple:/: is (f,l'll}II,:tJ.., /J'ipII,Ttite, 
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2 The Spectrum of the Duplex 

.\ \'{'l"V illl",<'l"{~stillg property tlmt tlw Dllplex lms is [,hat its spectrlllIl contains t,hc 
SP{'d.l"Illll or Lt\(, originnl graph G. To prove this, however, we first need i\. lelllllla 

rl"{)lll Illilt.rix Ltworv, which will Iw qlloted witiHmt proof. 

LCllllna 2.1 U M 'is ({. !w'Il-s.znfj'll.lo,·r sl]'I/,({,'rc m.afT'i:/:, then 

( 
1\1 

det I) IV ) q = det(L\f) . det(Q - pi\I-1 N) 

TIWOl'()ul 2.2 (/)( U) ! (/!(DG) 

Proof: COllsickr Hll' adjacc'IH'Y lllat.rix of n. VV{·~ C('\.ll write it ns: 

1I·1:.l ({·I:l 

() 1/.:1:\ ({'In) (() 
(/,'211 {{.;l'2 

() Cl.[ n 

({.1'2 (t,1:; 

() {/,'2:\ 
({.I·I'. ) 
({.'2n. 

() 

A ( 
() 

11,:11 

11.;, I 

( \'('llwllliJ{~rillg t.bat A IS symmetric. ) > From the detinition of the {lllplex of 
.!!; \'i\.p It (.'. t.lw ad.ian~ll<'.v lllatrix of DC: is: 

() () () () I/.\:l (/,1:\ Ci.ln 

() () () 11. l'2 () (/,'2:1 (f,'2n 

DA = 
() () () (/,1." rL'2n (f.:ln 0 
() 11·1 :l {f,1:; ({·I'II () 0 () 

(/,\:l () {f,2:~ ({,·2n. () () () 

{J,I." 11.'211. {[';In () () 0 () 

This ('all 1)(' writt{~ll hridly as: 

DJ.\. = (O'J.\.lXll A ) 
Onxn 

(11{'I·{'. t.l\{~ [·ad. HmI". tlw dllPI{~x of allY graph is bipartite is Vnl'y appi\,[,(~Ilt.) 

\I{)\\' it. is ,I,IT'11 kll()Wn Hmt, for the case when A is all a(liacc~ncy matrix, 
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\\'iUl this in milld, w!; call show what is rpC(nired to prove, tlms: 

o(DA) ( 
-/\1 

det A 

det(--X[)det(-/\1 A (-±1) A) Ilsing L(;mllm2.L 

( 
1.) ') ) (-XI)det --;;:(/\-1 - A-) 

(_XI) -- det(A-1 - A-) ( 1) ,) ,) 
/\11 

det(/\21 A:2) 

clet((/\1 A)(/\1+A)) 

clet(/\1 A)clet(/\I + A) 

1j)(A)clet(/\1 + A) 

1'lwJ'd'orc, (/;('OA) I (/)(A), as rcqnired, 

'.' Fl'Olll tlll' ahov(: tlwon:lll, w(: ('all easily fiml what is the spectrulll of tIw du
p1!'x of it gr;l,pll from its S]Wc:tl'lllll, Wc: sllOwed above thn,t (/)(VA) = (NA)clet(/\1 + A), 
wlwJ'(, DA il,ud A are the aclji1.cency matrices of VG and G respectively, Since 
C')( A) det(/\1 - A) = (/\ - /\1 )(/\ - A2) , , . (/\ - An) (where /\; : 1 :S i :S n me tlw 
d('lI u'lli,s of the spectrum of G wi r,h possible repetitions), it is intuitive to cOll(:I1H k 
illat dd(/\1 -I- A) = (/\ + /\1 )(/\ + /\.2)'" (/\ + /\11)' Indeed, this is Uw case, 

L()ltlllla 2.;~ U (jJ(A) .= clet(/\1 - A) = (/\ - /\1 )(/\ - /\2) ,. , (/\ All)' w/W'I'I; /\; : 

/I. (f,Te {;/w r:/1''1//'(;nts of the sped'!"If:!//' of G (with possible '1'epef,'it-io'l/.s), 

I.hl'lI dd.(/\1 + A) (/\ + /\1 )(/\ + Az)'" (/\ + /\n), 

I't'Ooi': Consider (jJ(A) = det(/\1 - A) = (/\ - /\1 )(/\ - /\2) , , ,(/\ - /\n) = (to + 
(\ 1 /\+- I\:!X'I-- ... + (\'IIX I

• III tlle cas() of clet(/\1 + A), it will he) ()xactly tIle S,WH-), 

('X('('pt Utat, t-.llC ('odficicnr,s of tlte: odd pow(m.; of /\ will be) -(Y.i instead of (Vi, i.(:, it 
will 1)(' ('([Ital to (V1l Itl/\ + ny\2 _ ... , + (-lll)cynXn., Also, (/\ - Ai) for all -i. was a 

I'ildol' for det( /\1 - A), vVllich meaus that no + Cy 1 Ai, + {V'y\f + ' . , + (Y" Xi' = O. This 
illlpli('s tltat, for clet(/\I -I-- A), (/\ -I- /\;) for all 'i is a fn,c:tor, sinc(" (to - !\:I ( /\;) + 
I\:z( /\ )'.! + ... +- ( -I ) 1I1\'n ( -/\;)11 = 0, as J'()quin)d, 

'I'll(' Idlowillg r('stIlt follows imul()diatdy from tll(: "hove lmllma: 

Pl'oposition 2.4 rr the SI)(;r;/,'!''II:rn of c: is (/\1, /\2,··" An) (ill'ith possihly n;-
j)('u.I('r/ (;/!''III,(''II.tS) , 1,11,(,'11. the sper;{,T"u:III, ofuC: is (/\1" /\" .. ,' XII' /\1, -/\~""" /\;,) 
(In'dh !)()ss'ihly '!'q)(;II,l.erl elnn.en,ts), 

n,Plllark: A graph is \)ipll,rtit(: if its spednllll is sYIllmetric a\)ollt 0, [<'!'Om till) 

;d)l)v(' ('(ll'olhrv, wc' C'OllhJ'lll n,gaill tltnJ. j',lw r111plc:x of il.tly graph is always hiparht·,(,. 

( ,.) 
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