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Abstract

This thesis focuses on optomechanics, which is the physical description of the
force that the electromagnetic radiation exerts on a reflective object. The particles
involved are so tiny that a quantum mechanical description is needed. Optome-
chanics is the median force between a quantum mechanical oscillator and a quanta
of light. Hence, it has the potential to assume a major role in future technologies.

Quantum transport has been extensively studied in the last few decades, and
still offer an important substrate for emerging technologies. In this thesis we stud-
ied quantum transport and applied it to a one dimensional system of both bosonic
and fermionic particles. We obtained quasi perfect many body transfer. One hurdle
from obtaining perfect transfer is due to the opposite possible directions of prop-
agation inside the system. A way to overcome this issue is offered by means of
topological insulators, materials which allow unidirectional propagation.

We aim to exploit optomechanics in order to transport excitations in a robust
way. We engineered an array of microresonators which has the property of a topo-
logical insulator and where the mechanical motion spreads into the material in one
way only. From an experimental point of view, the realization of this kind of me-
chanical topological insulator requires a good knowledge of the optomecanical cou-
pling strength.

Therefore we used quantum estimation theory to understand which is the best
measurement that will lead to an optimal estimation of the optomechanical cou-
pling constant. This will play an important role for cutting-edge technology and ap-
plications in communication, phonon-based information storage and signal-processing
devices.
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Preface

During the completion of the Doctoral studies I have pursued many lines of research
which ultimately have given me a deep understanding of the main topic expressed in
the title. In this dissertation I summarize the main results obtained during these three
years of doctorate and published in a total of six papers.
My journey in applying quantum estimation theory in optomechanical systems started
under the supervision of Prof. A. Xuereb and Dr. J. Z. Bernád in 2017. After getting
acquitance with the topic of optomechanics and estimation theory, my role was to per-
form the numerical calculations and check the novel analytical results, which have been
published in [1]. The year after we applied the same techniques on the estimation of
the matter-field coupling strength in what is known as the Jaynes-Cummings model.
I studied the system and computed the numerical results eventually published in [2].
Finally the year after, I published my first first-name paper [3], where I led the research
and calculated both analytically and numerically the results.
In the meantime, I got also to better understand quantum transport and topological
insulators in 1D and 2D systems. In fact, my Ph.D. project consists in a hybrid analysis
of transport in optomechanical systems and inference of the Hamiltonian parameters
which ultimately affect the transport. I exploited my knowledge in quantum transport
in a collaboration with Prof. T. Apollaro, where we analyzed transport of excitation
in a 1D-chain. In this occasion I assisted and co-supervised the master student W.J.
Chetcuti and performed the calculations for the bosonic case, comparing them with
the results obtained for the fermionic case. Furthermore, I performed the calculations
for the transfer of entanglement and numerically computed the several entanglement
witnesses and measurements. These results are published in [4] and [5]. The works
have been done in collboration with the University of Palermo and Dr. S. Lorenzo.
Finally, under the supervision of Dr. V. Peano, now at the university of Erlanghen,
and Prof. A. Xuereb, I analyzed the case of a 2D optomechanical Chern insulator and
performed the numerical and analytical calculations, which are published in [6].
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1

Introduction

Precise measurement plays an important role in science. One hundred years ago, in
1920, C. E. Guillaume was awarded to the Nobel Prize "in recognition of the service he
has rendered to precision measurements in Physics" [7]. Although in the last century
physics has passed through important changes, breakthrough discoveries and different
perspectives on science and Nature, precise measurement will always have the impor-
tant role they had. Quantum physics focuses mainly on mesoscopic and microscopic
systems, which can be analyzed only with an extreme precision of the instruments. Fur-
thermore surprising physics arises from the discovery and the measurement of minus-
cule forces. Optomechanics is one example of it. In everyday life we never experience
the radiation pressure force, which light exerts on a surface, transferring momentum
onto it. However it exists, and nowadays it can be measured and observed with pow-
erful lasers that hit microscopic membranes, which start to oscillate. Yet, technology
comes from the control of physical phenomena. Hence, the most common optomechan-
ical set up involves a movable membrane in an optical Fabri-Pérot cavity, which pro-
vides a controlled environment for experiments. Tremendous progress in the control of
radiation pressure in optomechanical systems has led to an impressive series of mile-
stones including cooling of nanomechanical resonators to their quantum ground state,
quantum-limited position measurements, and squeezing of quantum fluctuations [8].

In Chap. 2 we will introduce the basic model of the cavity-optomechanical system, a
single-mode of the electromagnetic radiation field coupled via radiation pressure to a
vibrational mode of a mechanical oscillator, subject to adiabatically slow motion of the
mirror [9]. The analytical solutions to this simple model results in a density matrix,
which describes the joint state of the field and the mechanical oscillator. Measurement
on this system are performed on the optical field. Therefore we will also find an explicit
solution of the dynamics of the electromagnetic field tracing out the mechanical degrees
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Chapter 1. Introduction

of freedom. The single mode assumption can be experimentally obtained when the
cavity is driven by an external laser with a bandwidth narrower than the separation
among the different electromagnetic modes. The laser amplifies the population of only
one mode, allowing us to neglect the others.
The resulting system requires the introduction of an environment which provides the
external source of light. Hence, the system is better described by open quantum theory,
which is the subject of Chap. 3. The equations of motion of the field operators show
gains and losses due to the external noise. In fact, the intracavity field is amplified by
the laser, whereas the mechanical motion is usually subject to Brownian noise for a non
perfect isolation to the rest of the world. In classical mechanics this is dealt with using
the classical Langevin equations. We will introduce them and their quantum counter-
parts, the quantum Langevin equations. Finally in Sec. 3.4 we will apply these concepts
to optomechanics.
While the tunable interaction between a single optical and a single mechanical mode
underlies most of the early breakthroughs, a new trend is emerging that exploits several
optical and mechanical modes to perform more complex tasks. For instance, they in-
clude frequency conversion [10] or robust synchronization [11]. Furthermore, different
modes can be localized in different single cavities which are connected together with
optical and mechanical coupling. This defines an array of cavities that can be used for
quantum transport of excitations, the subject of Chap. 4. Significant attention has been
devoted to the transport of excitations along one-dimensional quantum systems [12–15].
Beside optomechanics, the transfer of excitations between edges of a spin chain, which
can be mapped to a quadratic Hamiltonian, has been addressed in several works, with
particular emphasis given to the quantum state transfer of a single qubit in quantum
information processing. Fully engineered wires are able to achieve this goal with unit
fidelity in a ballistic time [16–19]. Nevertheless, a precise control over each coupling
constant is experimentally demanding, especially in solid state systems. Alternative
methods have been proposed where only a few couplings are required to be addressed,
generally being that between the sender (receiver) site and the quantum channel [20–
25]. The case of a higher number of excitations, or the transfer of an arbitrary two-qubit
state, has received less attention [26–28], whereas the transfer of a state of more than two
qubits was not addressed in a setting where the quantum channel is made up of a chain
with uniform couplings. Therefore, in Sec. 4.3 we address the problem of the transfer of
n > 1 excitations between the edges of a system described by a 1D quadratic many-body
Hamiltonian. Due to the Hamiltonian’s non-interacting nature, we are able to express
the many-body dynamics in terms of one-body transition amplitudes. Exploiting this
property, we identify the equivalence classes for the length of the 1D system for which
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the transfer for up to four excitations occurs, regardless of their bosonic or fermionic
nature. The transfer happens, for specific lengths of the chain, via Rabi-like dynamics in
the weak-coupling regime, which we consequently dub as PP (perturbatively perfect)
excitation transfer. In the case of three excitations transfer on the chain is effectively,
provided that its length fulfills N = 4n + 7, with n being a non-negative integer. The ex-
citation transfer occurs in the weak-coupling regime, of the sender and receiver block to
the wire, and it approaches unity in the limit of vanishing coupling, although at a price
of transfer time going to infinity. In Sec. 4.6 we focus our attention on the transfer of en-
tanglement. Indeed we study whether the same model can be used to efficiently transfer
entangled states made by three particles. The motivations are that entanglement has be-
come in the last few decades a central topic of many applications of quantum mechanics,
ranging from quantum information [29] to quantum thermodynamics [30].
Even though the weak coupling regime allows PP transfer, the dynamics follows a Rabi-
like cycle, which means it is intended to come back to its original state. Moreover the
chain could be subject to imperfections and fabrication defects which largely compro-
mise the transfer. Quantum transport is more effective if it is non reciprocal, i.e. if the
transport can happen in one direction only. This phenomenon can happen in topological
insulators which are the subject of Chap. 5. Here we introduce them and the mathemat-
ics behind this particular behavior, which allows back-scattering immune transport and
topological protection against disorder. In fact, the unidirectionality is a property of the
topology of the system and small adiabatic changes are not able to affect it. In Sec. 5.7
we show how to implement topologically robust nonreciprocal phonon transport in an
array of optomechanical microtoroids. This is a tunable platform that has already been
used to successfully demonstrate optically mediated mechanical synchronization [11].
In each microtoroid, a mechanical breathing mode is naturally coupled to whispering
gallery optical modes of both clockwise and anticlockwise chirality. The bare nonlin-
ear optomechanical coupling typically is very small; adding a laser drive leads to a
much stronger and tuneable linear coupling [8]. Following the approach of Ref. [31],
we use this optomechanical tunability to select the chirality of the optical modes that
are strongly coupled to the mechanical modes. Inspired by present-day implementa-
tions of optomechanical microtoroid arrays [11], we assume that the optical driving
is applied only at the edge of the device. The photons hopping between neighboring
toroids experience an effective spin–orbit coupling. This can be implemented following
a well-tested approach based on asymmetric couplers [32, 33]. The interplay of the op-
tical spin–orbit coupling and the laser driving induces a breaking of the time-reversal
symmetry and leads to a mechanical Chern insulator supporting chiral phononic edge
states. In stark contrast to geometry-based proposals [34–36] and experiments [37, 38]
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for on-chip topological phononics, our setup is truly nonreciprocal, and the topological
protection extends to any arbitrary fabrication imperfection. Our approach differs from
earlier proposals for on-chip mechanical Chern insulators [39, 40], in that it does not re-
quire a direct mechanical coupling between the microtoroids and the driving field need
not be applied to the bulk of the array.
Once again, precise measurement plays an important role. The mechanical chiral states
are to be found in a narrow band gap created through avoided crossing between the
mechanical and the optical band. Thus, this band gap is proportional to the strength
of the optomechanical interaction, which is usually very small. How we can infer the
true value of the coupling constant is the subject of Chap. 6. Inverse problems play
an important role in science because they are able to inform us about relevant param-
eter values of a dynamical system that we cannot directly observe [41]. The objective
of an inverse problem is to estimate these unknown parameters by extracting informa-
tion from measurement data and assessing the uncertainty in this data, making use of
all information known prior to the measurement process and a mathematical model
of the dynamical system. In this approach, the parameters to be estimated are treated
as random variables and they must be assigned a joint prior probability distribution
function; this is the Bayesian formulation of the estimation problem and it is described
in Sec. 6.1.1. The qualities of estimators acting on the space of measurement data are
evaluated through cost functions or conversely by maximizing or minimizing a cost
function over the set of all possible estimators leads to an optimal estimator. In this
case calculus of variations is applied, which is not always an easy mathematical task,
especially when the estimation problem is formulated in quantum mechanics [42–44],
as reported in Sec. 6.2.1. Throughout this chapter we will see how the application of
the Bayesian strategy to quantum mechanical systems does not always result in an ex-
perimentally implementable optimal estimator [1, 2, 45–47]. In particular we will focus
our attention on an optomechanical cavity with quadratic coupling in Sec. 6.3 and on
a two level system coupled to an optical cavity field in Sec. 6.5. In order to work with
more effective models of cavity optomechanical systems [8] and to consider experimen-
tally relevant estimation strategies [48], one has to turn the investigation on the lower
bounds of some convenient measure of the estimation accuracy and this is the subject
of Sec. 6.1.2 The mean squared error– the average squared difference between estimated
values and true values of the unknown parameters– is usually employed as a measure
of accuracy. In the case of classical systems, there are some complicated lower bounds of
the mean squared error [49, 50]; however, the Cramér–Rao inequality [51, 52], reported
in Sec. 6.1.2 and which defines an inferior but a simpler lower bound, can be extended
to quantum systems [53], as it is shown in Sec. 6.2.2. Here, the lower bound is inversely

6



Chapter 1. Introduction

proportional to the quantum Fisher information (QFI) irrespective of whether the esti-
mator is biased or unbiased; see Ref. [2]. The chosen estimation strategy, expressed as a
positive-operator valued measure (POVM), provides probability distributions of the pa-
rameter to be estimated conditioned on true value of this parameter. These conditional
probabilities determine the classical Fisher information (CFI), which is inversely propor-
tional to the lower bound of the mean squared error in the classical post-processing of
measurement data. As the CFI is always smaller than or equal to the QFI, which defines
the smallest value of the lower bound, it is worth to investigate the circumstances where
the CFI is as close as possible to the QFI [54]. In principle, given any measurement ap-
paratus, we could fit the experimental data set with a theoretical curve and obtain a
value for the estimanda. However, we may end up with an estimation characterized
by very low precision, and the maximization of the CFI will help us preventing it. We
apply the Fisher approach to the estimation of the nonlinear optomechanical coupling
strength in Sec. 6.6. The measurement strategy involves balanced homodyne photode-
tection with non-ideal detectors [55] carried out on the output field. We investigate the
QFI of the output field state depending on the unknown value of the optomechanical
coupling and compare with CFI obtained from the data provided by the balanced homo-
dyne photodetection. We identify those cases where CFI is as large as possible, where
the lower bound of the estimation accuracy is therefore smallest.
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2

Optomechanics

2.1 | Introduction
The first time a classical optomechanical effect appeared in the scientific literature was
in 1601 [56], when Kepler noticed that the tail of the comet always points outward from
the sun. He argued that light could push away the comet dust. In 1873 Maxwell, and
in 1876 independently Bartoli (see [57] and citations within), theorized the radiation
pressure. This phenomena is the transmission of momentum from the light to an object.
The light exerts a pressure on the object, which can be expressed as the quantity P = S

c ,
where S is the intensity of the Poynting vector S = 1

µ0
|�E × �B| and c is the speed of light.

The radiation pressure equals the energy density of the electromagnetic wave. If the
light travels perpendicular to the surface of the object and it is reflected, its momentum
changes from �p to −�p. For momentum conservation law the reflective object acquires a
momentum 2p and the total pressure experienced by the object is Ptot = 2 S

c .
In the same year Maxwell conceived an experiment to demonstrate the existence of
radiation pressure. He proposed a concentrated ray of an electric lamp falling on a
thin metallic layer suspended in a vacuum could be used to probe the radiation of the
light. However the heating caused by the electromagnetic radiation prevented radiation
pressure to be effectively demonstrated. It was only after several failed attempts, among
them the famous radiometer of Crookes [58], that in 1903 radiation pressure was finally
proved by Lebedev [59] and independently by Nichols and Hull [57]. The latter used
an apparatus, nowadays known as the Nichols radiometer, considered to be the first
optomechanical instrument.
In the 30�s pioneering experiments recorded the transfer of linear [60] and angular [61]
momentum from light to matter, but it is only with the arrival of the laser in the 70�s that
light started to be used to stir and control dielectric particles [62], to cool the motion
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2.2. The Hamiltonian

Figure 2.1: The simplest optomechanical model. An optical cavity with a oscillating
moving end-mirror. The electromagnetic field is represented by the number operator
a†a which accounts for the amplitude of the intracavity field. x(t) represent the dis-
placement of the mirror induced by radiation pressure force.

of ions [63] and to trap clouds of atoms [64]. Those technological improvements find
application in everyday life. To give some examples, optical tweezers are currently used
to detected and analyze virus or biological cells [65], and cold atoms have application
in the global positioning system (GPS), where they are used for time synchronization.

Eventually in the 90�s a theoretical formulation of quantum optomechanics was made.
These studies include the introduction of an Hamiltonian formalism [9], the use of
squeezed light for quantum noise reduction [66] and quantum non-demolition measure-
ment [67]. Recent applications regard gravitational wave detectors and measurements
below the standard quantum limit [68].

In this chapter we will approach the basics of cavity optomechanics with a particular
focus on the theoretical aspects we used to accomplish our research goals. The standard
set-up is an optical cavity with a moving end mirror displaced by radiation force. Op-
tomechanics studies the oscillations of the mirror around its equilibrium point and the
emergence of quantum effects.

2.2 | The Hamiltonian
We start our discussion by deriving the classical Hamiltonian that describes the interac-
tion between the electromagnetic field in an optical Fabri-Pérot cavity with a moving-
end mirror. The system is represented in Figure 2.1

The cavity is composed by two perfectly reflecting mirrors, one of which is movable in
a potential well V(q). We consider the movable mirror to have mass m and position
q(t). The cavity field is described by the vector potential [69] A(x, t), where x is the
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position inside the cavity with domain 0 ≤ x ≤ q(t). Inside the cavity, the vector
potential follows the Maxwell equations in the vacuum, which can be written as the
one-dimensional wave equation

∂2A(x, t)
∂x2 =

∂2A(x, t)
∂t2 . (2.1)

The choice of considering the one-dimensional case is supported by the fact that two
different polarizations of the field don’t interact with each other. Moreover, we constrain
the field to be zero at the borders of the cavity, A(0, t) = A(q(t), t) = 0. On the other
hand, the mechanics of the mirror is described by the Newton equation

mq̈ = −∂V(q)
∂q

+
1
2

�
∂A(x, t)

∂x

�2
�����

x=q(t)

, (2.2)

where the term on the right is the radiation force in the rest frame of the moving mirror.
In fact, the radiation pressure force is equal to the energy density of the field and in the
rest frame it is equal to B�2/2, where B� is the magnetic field on the surface of the mirror
in this frame. The electric field E� is always zero due to the boundary conditions of A.
Therefore, we can obtain Eq. (2.2) transforming back into the laboratory frame in the
non-relativistic limit [9].

Let us now write the mode decomposition of the vector field A(x, t) as the set of coor-
dinates

Qk(t) =

�
2

q(t)

� q(t)

0
A(x, t) sin

�
kπx
q(t)

�
dx, (2.3)

which are the coefficient of a suitable Fourier series of A. Hence, we have

A(x, t) =
∞

∑
k=1

Qk(t)

�
2

q(t)
sin
�

kπx
q(t)

�
. (2.4)

To guarantee the existence of the decomposition Eq. (2.3) we constrain q(t) to positive
values, a condition achievable if we imagine an infinite barrier at q = 0, so that V(0) =
∞. Thus, the expansion allows us to write Eqs. (2.1) and (2.2) as

Q̈k = −ω2
k Qk + 2

q̇
q ∑

j
gkjQ̇j +

q̈q− q̇2

q2 ∑
j

gkjQj +
q̇2

q2 ∑
jl

gjkgjlQl (2.5)

mq̈ = −∂V(q)
∂q

+
1
q ∑

kj
(−1)kωkωjQkQj, (2.6)
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where ωk = ωk(q) = kπ
q is the mode frequency for a specific length q. The coefficients

gjk are given from Eq. (2.4) as

gjk =




(−1)k+j 2kj

k2−j2 , if k �= j

0, if k = j,
(2.7)

and they account for the interaction among different modes. Alternatively, we can ob-
tain the equations of motion (2.5) and (2.6) from the Euler-Lagrange equations of the
Lagrangian

L(q, q̇, Qk, Q̇k) =
1
2 ∑

k
[Q̇2

k −ω2
k(q)Q

2
k ] +

1
2

mq̇2 −V(q)− q̇
q ∑

j,k
gk,jQ̇kQj (2.8)

+
q̇2

2q2 ∑
j,k,l

gkjgklQjQl . (2.9)

Since in first quantization we deal with the Hamiltonian formalism, we can find an effec-
tive Hamiltonian that satisfies the equations of motion. Hence, we apply the canonical
transformations to derive the mechanical momentum p and the momentum Pk of the kth

optical mode, yielding

p = mq̇− 1
q ∑

jk
gkjPkQj, (2.10)

Pk = Q̇k −
q̇
q ∑

j
gk jQj. (2.11)

Thus, the Hamiltonian H = pq̇ + ∑k PkQ̇k − L reads

H(q, p, Qk, Pk) =
1

2m

�
p +

1
q ∑

j,k
gjkPkQj

�2

+ V(q) +
1
2 ∑

k
(P2

k + ω2
k Q2

k), (2.12)

that corresponds to the total energy of the system. The first two terms are indeed the
mechanical energy and the last term represents the field’s energy. We note the first term
corresponds to the kinetic momentum. In this Hamiltonian the canonical and kinetic
momentum are different as it happens in other theories [70], p.e. electrodynamics.
We can now apply the canonical quantization, elevating the functions q, p, {Qk}, {Pk} to
operators which respect the canonical commutation relations

[q̂, p̂] = ih̄, [Q̂j, P̂k] = ih̄δjk, (2.13)

[q̂, Q̂k] = [ p̂, Q̂k] = [q̂, P̂k] = [ p̂, P̂k] = 0 ∀k. (2.14)
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Therefore, the corresponding quantum version of Eq. (2.12) is

Ĥ =
( p̂ + Γ̂)2

2m
+ V(q̂) + ∑

k
ωk(q̂)

�
a†

k ak +
1
2

�
, (2.15)

where ak and a†
k are respectively the annihilation and creation operators for the kth mode

associated to each position q, defined as

ak(q̂) =

�
1

2h̄ωk(q̂)

�
ωk(q̂)Q̂k + iP̂k

�
(2.16)

a†
k(q̂) =

�
1

2h̄ωk(q̂)

�
ωk(q̂)Q̂k − iP̂k

�
. (2.17)

Γ̂ is the quadratic operator

Γ̂ =
ih̄
2q̂ ∑

k,j
gkj

�
k
j

�
a†

k a†
j − akaj + a†

k aj − a†
j ak

�
, (2.18)

that accounts for the interaction between the different modes. The Hamiltonian (2.15) is
defined over the Hilbert space for which a basis is the set |{nl}, q� of the simultaneous
eigenvectors of both the number operator and the position operator. This is somehow
different to what we are used to in quantum mechanics, since both the basis and the
field operators change at any time in the dynamics. Furthermore, we stress that it is
only considering the field outside the boundaries of the cavity that we can rewrite the
divergent part of the field energy in the Hamiltonian (2.15) as a finite term, which is
known as Casimir energy [71]. However, when the intracavity field is big enough we
can neglect the contribution given by the outside field and the afore written Hamiltonian
becomes a very good approximation.

When a single-mode is dominant in the dynamics, we are allowed to set Γ̂ = 0, a con-
dition that has been proven to be experimentally valid [8]. Furthermore, the radiation
force produces a small displacement of the mirror, so that we can expand the potential
V(q) around the equilibrium point q0. In the neighborhood of q0 we have:

V(q) ≈ V(q0) +
1
2

∂2V(q)
∂q2

����
q=q0

× (q− q0)
2,

= V(q0) +
1
2

mω2
m(q− q0)

2,

where we have defined the mechanical frequency ωm =
�

1
m

∂2V(q)
∂q2 .
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The frequency ω(q) is expanded in the same manner around q0 up to the first order and
the single-mode Hamiltonian reads

H =
p2

2m
+

1
2

mω2
m(q− q0)

2 +

�
ω0 +

∂ω

∂q
(q− q0)

��
a†a +

1
2

�
, (2.19)

where ω0 = ω(q)|q=q0 and we have discarded the hats on the operators for the sake
of simplicity. After the shift q → q + q0 and the introduction of the ladder mechanical
operators b and b† defined analoguely as in Eq. (2.16) and Eq. (2.17), we can write q =

qzp f (b† + b) and the optomechanical Hamiltonian as:

Hom = ω2
mb†b +

�
ω0 − Gqzp f (b† + b)

�
a†a + . . . , (2.20)

where qzp f =
�

h̄
2me f f ωm

is the mechanical zero point fluctuation, G = − ∂ω0
∂q is the optome-

chanical frequency shift for displacement and the minus sign is set by the condition
that a positive displacement leads to a lower optical frequency (for example, if we think
about a linear Fabri-Perot cavity one can easily find G = ω0/L, where L is the length of
the cavity). The dots contain all the constants present in Eq. (2.19) which don’t affect the
dynamics.

From this Hamiltonian we can find the quantum analog of the radiation force, Eq. (2.2),
is given by

Frad = −∂Hom

∂q
= h̄Ga†a. (2.21)

From now on, we will use the quantity g0 = Gqzp f that describes the optomechanical
interaction between a single photon and a single phonon, the latter defined as a single
quanta of mechanical motion. It’s worth to notice that the Hamiltonian Eq. (2.20) is al-
ready a very good approximation of many set-ups the community is using, although it is
possible to create conditions for which higher orders of the interaction are needed [72].
Nevertheless in Eq. (2.20) already three operators contribute together in the optome-
chanical interaction g0(b + b†)a†a and this leads to a quadratic dynamics, for which the
solution of the equation of motion is not straightforward.

2.2.1 | Temporal evolution of the optomechanical system
Starting from a joint field–mechanics state |Ψ(0)�, the time evolution of the system is
given by the Schrödinger equation and can be rephrased as

|Ψ(t)� = e−iĤt |Ψ(0)� . (2.22)
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We are interested in the case where there are no initial correlations between the field and
the mechanical oscillator. Therefore, we choose an initial state of the form

|Ψ(0)� =
∞

∑
n=0

an |n�c |ψ�m , (2.23)

where the exact form of |ψ�m depends on the desired initial conditions. The subscripts
c and m refer to the optical cavity and mechanical quantum states respectively. In the
following subsections we consider initial coherent, thermal, and squeezed states.

2.2.1.1 | Coherent state

We start off by setting the initial mechanical oscillator to a coherent state [73]

|ψ�m = |α�m =
∞

∑
n=0

e−
|α|2

2
αn
√

n!
|n�m , with α = |α| eiφ, (2.24)

which we write in terms of the field number states |n�m (n ∈ N0). Here, |α| is the am-
plitude of the coherent state and φ its phase. We allow the coefficients an of the photon-
number states to be general and only impose the normalization condition ∑n|an|2 = 1.
The choice of the initial state in Eq. (2.24) is our basic approach for determining the time
evolution of the system, and will eventually be extended to cover initial thermal and
squeezed states of the mechanical oscillator.
The interaction Hamiltonian gâ† â(b̂† + b̂) commutes with the free Hamiltonian of the
radiation field, ωc â† â, which yields

c �n| Ĥ |m�c =
�
nωc Î + ωmb̂†b̂ + ng(b̂† + b̂)

�
δn,m (2.25)

with δn,m being the Kronecker delta and Î the identity operator on the Hilbert space of
the mechanical oscillator. Thus, the Hamiltonian (2.20) is block-diagonal with respect to
photon-number states |n�c.
In order to evaluate the expression exp{−iωmb̂†b̂t− ing(b̂† + b̂)t} we employ the Baker–
Campbell–Hausdorff formula and obtain (see, for example, Ref. [74])

e−iωm b̂† b̂t−ing(b̂†+b̂)teiωm b̂† b̂t = eiΦn(t)eαn(t)b̂†−α∗n(t)b̂, (2.26)

where we have introduced the parameters

αn(t) =
ng
ωm

�
e−iωmt − 1

�
and (2.27)

Φn(t) =
n2g2

ω2
m

�
ωmt− sin(ωmt)

�
. (2.28)
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This implies that the full time evolution can be viewed as photon-number dependent
displacements of the mechanical oscillator; with the help of Eqs. (2.25) and (2.26), we
find

|Ψ(t)� =
∞

∑
n=0

aneiϕn(t) |n�c |βn(t)�m , (2.29a)

ϕn(t) = −nωct +
n2g2

ω2
m

�
ωmt− sin(ωmt)

�
(2.29b)

+
ng
ωm

α∗(1− eiωmt)− α(1− e−iωmt)

2i
,

βn(t) =
ng
ωm

�
e−iωmt − 1

�
+ αe−iωmt, (2.29c)

where we have also used a corollary of the Baker–Campbell–Hausdorff formula, which
states that the product of two displacement operators is also a displacement operator
with an overall phase factor. The quantum state of Eq. (2.29) yields a complete descrip-
tion of the interaction between the single mode of the radiation field and the single
vibration mode of the mechanical oscillator, i.e., neglecting all losses and sources of de-
coherence.

It may be useful to find the density operator of the optical field only. This is obtained by
tracing out the mechanical system as

ρ̂F = trmech{|Ψ(t)� �Ψ(t)|} =
∞

∑
n,m=0

An,m |n�c �m| (2.30)

with

An,m = ana∗meiϕn(t)−iϕm(t)−(|βn(t)|2+|βm(t)|2)/2+βn(t)β∗m(t)

= ana∗me−g2 f (2)n,m(t)+g f (1)n,m(t)− f (0)n,m(t), (2.31)

where

f (0)n,m(t) = iωct(n−m), (2.32a)

f (1)n,m(t) =
α∗(1− eiωmt)− α(1− e−iωmt)

ωm
(n−m), (2.32b)

f (2)n,m(t) =
1− cos(ωmt)

ω2
m

(n−m)2 − i
ωmt− sin(ωmt)

ω2
m

(n2 −m2). (2.32c)
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2.2.1.2 | Thermal state

If the initial state of the mechanical oscillator is thermal, as a first step we must switch
from discussing state vectors to density matrices. In this case, the uncorrelated initial
state of the optomechanical system has the form

ρ̂(t = 0) =
∞

∑
n,m=0

ana∗m
� e−|γ|

2/nth

πnth
|n�c |γ�m �m|c �γ|m d2γ, (2.33)

where we have used the Glauber–Sudarshan representation [75, 76] of the mechanical
oscillator thermal state with the average phonon number

nth =

�
exp
�

h̄ωm

kBT

�
− 1
�−1

, (2.34)

where kB is the Boltzmann constant and T the thermodynamic temperature of the initial
state of the mechanical system. The time evolution of this system is given by

ρ̂(t) = e−iĤtρ̂(0)eiĤt, (2.35)

which yields

ρ̂(t) =
∞

∑
n,m=0

ana∗m
� e−|γ|

2/nth

πnth
eiϕn(t)−iϕm(t) |n�c �m|c |βn(t)�m �βm(t)|m d2γ, (2.36)

where we have defined the phases

ϕn(t) = −nωct +
n2g2

ω2
m

[ωmt− sin(ωmt)] +
ng
ωm

γ∗(1− eiωmt)− γ(1− e−iωmt)

2i
, (2.37)

βn(t) =
ng
ωm

�
e−iωmt − 1

�
+ γe−iωmt. (2.38)

In the next step we trace out the mechanical degrees of freedom, as before, obtaining

ρ̂F = trmech{ρ̂(t)} =
∞

∑
n,m=0

ana∗m |n�c �m|c
� e−|γ|

2/nth

πnth
Bn,m(γ, γ∗)d2γ, (2.39)

with the matrix B given by
Bn,m(γ, γ∗) = e−h0+h1 , (2.40)

and where the exponents are

h0 = iωct(n−m) +
g2

ω2
m

��
1− cos(ωmt)

�
(n−m)2 − i

�
ωmt− sin(ωmt)

�
(n2 −m2)

�
, and

(2.41)

h1 =
g

ωm

�
γ∗(1− eiωmt)− γ(1− e−iωmt)

�
(n−m). (2.42)

17



2.2. The Hamiltonian

Now, we perform the Gaussian integral by using d2γ = d Re{γ}d Im{γ} and obtain a
density matrix in the form of Eq. (2.30). Employing the notation of Eq. (2.31), we find

f (0)n,m(t) = iωct(n−m), (2.43)

f (1)n,m(t) = 0, (2.44)

f (2)n,m(t) = (2nth + 1)
1− cos(ωmt)

ω2
m

(n−m)2 − i
ωmt− sin(ωmt)

ω2
m

(n2 −m2). (2.45)

2.2.1.3 | Squeezed state

Let us now consider the case where the initial state of the mechanical system is a dis-
placed squeezed state; we write, therefore,

|Ψ(0)� =
∞

∑
n=0

an |n�c |α, ζ�m (2.46)

with the mechanical oscillator state being defined as [77]

|α, ζ�m = D̂(α)Ŝ(ζ) |0�m (2.47)

where D̂(α) = exp
�
αâ†− α∗ â

�
, with α = |α|eiφ, is the displacement operator, and Ŝ(ζ) =

exp
� 1

2

�
ζ∗b2 − ζb†2��, with ζ = |ζ|eiθ , is the squeezing operator.

We employ the squeezed state of Eq. (2.47); in passing, however, we note that it is pos-
sible to invert the order of the displacement and squeezing operator. This results in a
generalized squeezed state, which differs from the original state by the displacement
parameter:

Ŝ(ζ)D̂(α) = D̂
�
α cosh(|ζ|)− α∗eiθ sinh(|ζ|)

�
Ŝ(ζ). (2.48)

Exploiting the block-diagonal structure of the Hamiltonian with respect to the photon-
number states |n�c, and Eq. (2.26), we find

c �n| e−iĤt |Ψ(0)� = aneiϕn(t) |βn(t), ζe−2iωmt�m (2.49)

where ϕn(t) and βn(t) are defined in Eqs. (2.29). Next, tracing out the mechanical de-
grees of freedom yields the state of the field in the form of Eq. (2.30), with

An,m = ana∗meiϕn(t)−iϕm(t) × tr{|βn(t), ζe−2iωmt� �βm(t), ζe−2iωmt|}. (2.50)

The trace in this equation can be evaluated with the help of the Glauber–Sudarshan
representation, which allows us to write

tr{|βn(t), ζe−2iωmt� �βm(t), ζe−2iωmt|} =
� d2γ

π
�γ |βn(t), ζe−2iωmt� �βm(t), ζe−2iωmt| γ�.

(2.51)
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2.2. The Hamiltonian

First, we note that

�γ |βn(t), ζe−2iωmt�m = e−(γβ∗n(t)−γ∗βn(t))/2 �0| D̂†�γ− βn(t)
�
Ŝ(ζe−2iωmt) |0� , (2.52)

where we have used the relation D̂†(−γ) = D̂(γ). The overlap integral between the
coherent state |γ� and the squeezed state |0, ζ� is

�γ |0, ζ� =
�

e−|γ|2

cosh(|ζ|) exp
�
− 1

2 γ∗2eiθ tanh(|ζ|)
�
. (2.53)

For the purposes of Eq. (2.52) we thus obtain

�γ |βn(t), ζe−2iωmt�m =

�
e−|γ−βn(t)|2−γβ∗n(t)+γ∗βn(t)

cosh(|ζ|)
× exp

�
− 1

2

�
γ∗ − β∗n(t)

�2ei(θ−2ωmt) tanh(|ζ|)
�

. (2.54)

Substituting this result into Eq. (2.51) and performing the integral by using d2γ =

d Re{γ}d Im{γ} we obtain the coefficients in Eq. (2.31):

f (0)n,m = iωct(n−m) + |α|2
�
1 + tanh(|ζ|) cos (θ − 2φ)

�
− I(0)

+ ln
�
cosh(|ζ|)

�
1− tanh2(|ζ|)

�
, (2.55a)

f (1)n,m(t) =
α∗(1− eiωmt)

ωm
(n−m) +

I(1)n,m

ωm

+ tanh (|ζ|)α∗(1− e−iωmt)eiθn + α(1− eiωmt)e−iθm
2ωm

(2.55b)

f (2)n,m(t) = −i
ωmt− sin(ωmt)

ω2
m

(n2 −m2)

+ tanh (|ζ|) (e
−iωmt − 1)2eiθn2 + (eiωmt − 1)2e−iθm2

2ω2
m

+
1− cos ωmt

ω2
m

(n2 + m2) +
I(2)n,m

ω2
m

, (2.55c)

where, for simplicity of presentation, we collected the contributions given by the origi-
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2.3. The driving and the linearisation procedure

nal state in the coefficients I(0), I(1)n,m, and I(2)n,m defined as

I(2)n,m = ξ(0)
�
χ
(1)
n,m + tanh2(|ζ|)χ(3)

n,m
�2 − ξ(1)

�
χ
(2)
n,m + tanh2(|ζ|)χ(4)

n,m + ξ(2)
�
χ
(1)
n,m + tanh2(|ζ|)χ(3)

n,m
��2

,

(2.56a)

I(1)n,m = 4|α|
�

ξ(0)
�
χ
(1)
n,m + tanh2(|ζ|)χ(3)

n,m
�
i
�
sin(z1) + tanh(|ζ|) sin(z2)

�

+ ξ(1)
�

χ
(2)
n,m + tanh2(|ζ|)χ(4)

n,m + ξ(2)
�
χ
(1)
n,m

+ tanh2(|ζ|)χ(3)
n,m
���

cos(z1) + tanh(|ζ|) cos(z2)− iξ(2)
�
sin(z1) + tanh(|ζ|) sin(z2)

���
,

(2.56b)

I(0) = 4|α|2
�

ξ(0)
�
sin(z1) + tanh(|ζ|) sin(z2)

�2
+ ξ(1)

��
cos(z1) + tanh(|ζ|) cos(z2)

�

− iξ(2)
�
sin(z1) + tanh(|ζ|) sin(z2)

��2
�

, (2.56c)

where z1 = ωmt− φ, z2 = ωmt− φ− θ and we have defined the functions

χ
(1)
n,m = n(e−iωmt − 1)−m(eiωmt − 1), (2.57a)

χ
(2)
n,m = n(e−iωmt − 1) + m(eiωmt − 1), (2.57b)

χ
(3)
n,m = n(1− e−iωmt)ei(θ−ωmt) −m(1− eiωmt)e−i(θ−ωmt), (2.57c)

χ
(4)
n,m = n(1− e−iωmt)ei(θ−ωmt) + m(1− eiωmt)e−i(θ−ωmt), (2.57d)

as well as the functions

ξ(0) =
1

4
�
1− tanh(|ζ|) cos(z)

� , (2.58a)

ξ(1) =
1− tanh(|ζ|) cos(z)

4
�
1− tanh2(|ζ|)

� , and (2.58b)

ξ(2) = i
tanh(|ζ|) sin(z)

1− tanh(|ζ|) cos(z)
, (2.58c)

with z = θ − 2ωmt.

2.3 | The driving and the linearisation procedure
As mentioned above, the Hamiltonian (2.15) is valid when the amplitude of the intra-
cavity field is large enough that we can ignore the Casimir contribution to the radia-
tion pressure force. However, in a realistic experimental set-up, many mechanical and
optical modes contribute to the dynamics, making very inaccurate the approximation
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2.3. The driving and the linearisation procedure

in Eq. (2.19). We can overcome this issue applying an external laser with a spectral
linewidth smaller than the spacing between two optical modes. In this way the driv-
ing laser populates only one optical mode of the cavity. Therefore, we can use the
single-mode approximation under the assumption that only one cavity mode gives a
relevant contribution to the dynamics. With this condition, we can represent the laser
as a monochromatic field with frequency ωL. This adds to the Hamiltonian the term

Hd = ih̄
�

εâ†e−iωLt − ε∗ âeiωLt
�

, (2.59)

where |ε| =
�

Pκex
h̄ωL

is the laser intensity inside the cavity, P is the laser power and kex the
cavity loss rate. Equation (2.59) has been derived with the input-output formalism [78]
which is extensively described in the next chapter.
It is convenient to perform an unitary transformation U on the full Hamiltonian H =

Hom + Hd to switch to a rotating frame at frequency ωL

H −→ H� = UHU† − ih̄U
∂U†

∂t
, U(t) = exp{−iωL â† ât}. (2.60)

Using the commutation relations

�
â, â†� = 1,

�
â, â† â

�
= â, eiωL â† ât âe−iωL â† ât = âe−iωLt (2.61)

and Eq. (2.60), the Hamiltonian can be written as

H� = −h̄Δâ† â + h̄ωmb̂†b̂ + ih̄ε(â + â†)− h̄g0 â† â(b̂ + b̂†). (2.62)

The parameter Δ = ωL −ω0 is called detuning and it has very important consequences
in optomechanics whenever it is greater or lower than zero. In particular, if Δ > 0
we talk about blue detuning and it can lead to mechanical amplification, heating [79]
and other quantum effects like squeezing[80]. Otherwise, if Δ < 0, we are in the red
detuning regime that has been used to perform cooling [81], achieve stability of the
system and reach the beam splitter regime, where the number of excitons is conserved.
Those effects are beyond the purpose of this thesis and we address to [8] for further
explanations .

2.3.1 | Optomechanical equations of motion
We can finally merge together what we learned until here and write the Hamiltonian as

Ĥ =
p̂2

2m
+

1
2

mω2
mq̂2 − h̄Δ0 â† â− h̄

g0

xzp f
â† âq̂ + ih̄ε(â + â†), (2.63)
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2.3. The driving and the linearisation procedure

which contains in order, the mechanical oscillator, the electromagnetic cavity field, the
optomechanical interaction term and the external laser, all written in the rotating frame.
Our goal of this section is to write the equations of motion for the operators involved
in the dynamics. A realistic description has to consider also the contribution due to
the leaking and absorption of energy toward the external world. The optical system is
indeed coupled to an environment that is usually and fairly reasonably represented as
a thermal bath of photons [82]. The master equation of the optical density operator ρ̂o

shows a Markovian dynamics and can be easily written in Lindblad form [83]

d
dt

ρ̂o =
i
h̄
[ρ̂o, Ĥ] + κâρ̂o â† − κ

2
{â† â, ρ̂o}. (2.64)

Moreover, the mechanics is subjected to Brownian noise coming from the physical sup-
port of the mirror. Here the Markovian dynamics takes place only in the high tem-
perature limit [84] whereas the Caldeira-Leggett master equation offers a more suitable
description for low temperature cases:

d
dt

ρ̂m =
i
h̄
[ρ̂m, Ĥ] +

i
h̄

γ[{ p̂, ρ̂m}, q̂]− 2mγkBT
h̄2 [q̂, [q̂, ρ̂m]], (2.65)

where γ is the mechanical dissipation coefficient, kB is the Boltzmann constant, T is the
temperature of the mechanical environment and ρ̂m is the mechanical density operator.
Hence the whole system is described by the combination of the two master equations
(2.64) and (2.65) applied on the global density operator ρ̂. Following Ref. [85], from
the master equation we can find the corresponding quantum Langevin equation for the
optical and mechanical fields operators â and b̂ respectively

dâ
dt

= (iΔ− κ

2
)â + ig0(b̂ + b̂†)â +

√
κâ(in)(t) (2.66a)

db̂
dt

= (−iωm −
γ

2
)b̂ + ig0 â† â +

√
γb̂(in)(t), (2.66b)

and analogously for the adjoint operators â† and b̂†. Here we stress the fact that the
quantum Langevin equations are not always analytically or numerically solvable, de-
pending on the initial conditions and on the extension of the Hilbert space. Therefore,
we often need to rely on the linearisation procedure which in some cases allows us to
consider the subset of the Hilbert space with fixed number of excitation. If we consider a
stationary state with mean value α = �â� � 1 we can expand the field around this value.
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2.3. The driving and the linearisation procedure

This corresponds to the substitution â → â + α1, that is the application of a displace-
ment operator Dâ(α) on the optical field â. Consistently, this affects also the mechanical
oscillator by shifting the minimum of the harmonic potential. This is described by the
application of another displacement operator Db̂(β) on the mechanical field b̂, with

b̂ =

�
mωm

2h̄

�
q̂ +

i
mωm

p̂
�

(2.67)

b̂† =

�
mωm

2h̄

�
q̂− i

mωm
p̂
�

(2.68)

The displacement operator is defined such that

D†
ô (σ)ôDô(σ) = ô + σ1. (2.69)

The above equations also define relations between (β, β∗) and (q0, p0). From the physics
point of view the application of the displacement operator represents the description
of the dynamics of the steady state. If we suppose the system to start from a Gaussian
ground state, the application of a high-intensity laser field leads the optical field to reach
a steady state with amplitude α and allows us to consider only the quantum fluctuations
around this value. This affects also the mechanics with the optical spring effect that
shifts the minimal of the mechanical harmonic potential and let us consider the quantum
mechanical fluctuations of the mirror. This allows us to neglect the second order terms
of the Hamiltonian, leaving to a certain extent the Gaussian nature of the state intact. In
this thesis we will make use of the gaussianity of the steady state in Chapter 6.
Applying the above displacements on the full master equation obtained combining
Eqs. (2.64) and (2.65) leads to a linear dynamics, for both â and b̂. Transforming back
into the operators p̂ and q̂ yields to a driving free Hamiltonian

Ĥ� = h̄Δâ† â +
p̂2

2m
+

1
2

mω2
mq̂2 − h̄g0α(â + â†)q̂. (2.70)

This Hamiltonian is the one we will consider in our further investigations since it can
be used to describe most of the optomechanics experiments. It has been obtained after
setting the additional conditions that

Δ = −Δ0 − h̄
g2

0|α|2
ω2

mm
, (2.71a)

iε = Δ0α + g0αq0 − i
κ

2
α, (2.71b)

q0 = h̄
g0|α|2
ω2

mm
. (2.71c)
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It can be proved that the above transformation leaves unchanged the optical and Brow-
nian master equations (2.64)-(2.65) with the result that the new shifted operators â and q̂
undergo the same optical and mechanical decay. The above conditions do not shift the
momentum operator p̂. It’s worth to notice that the mechanical damping rate γ does
not enter in the conditions and this is due to the form of the Caldeira-Leggett master
equation.

An other interesting feature that arises from Eqs. (2.71) is the bistability. Together, they
yield a third degree equation for |α|. Depending on the value of the power P we may en-
counter a bistability of the system that will give two different solutions for the shift in the
rest position of the mirror q0. This phenomena is called bistability [86]. In quantum me-
chanics this can give rise to possible superposition of different equilibrium points lead-
ing to a non specified value for the the number of photons in the cavity |α|2 = n̄cav, in
fact making impossible the linearisation. However, the bistability region can be avoided
controlling the power of the driving laser P[87]. In a stable regime the intracavity num-
ber of photons n̄cav is well defined and we can apply the linearisation. Considering the
aforementioned Hamiltonian (2.70) the quantum Langevin equations become

d
dt

â(t) = −iΔâ(t) + igαq̂(t)− κ

2
â(t) +

√
κâ(in)(t), (2.72a)

d
dt

â†(t) = iΔâ†(t)− igαq̂(t)− κ

2
â†(t) +

√
κâ(in)†(t), (2.72b)

d
dt

q̂(t) =
p̂(t)
m

, (2.72c)

d
dt

p̂(t) = −mω2
mq̂(t)− γ p̂(t) + gα(â(t) + â†(t)) + ξ̂(t). (2.72d)

2.4 | Gaussian steady state
Optomechanics is characterized by the non-linear dynamics expressed by Eqs. (2.66).
However the linearisation procedure leads us to the linear quantum Langevin equations
(2.72), which depend on the Hamiltonian (2.70). It is possible, starting from the vacuum
state and applying the procedure describe in the previous section, to reach a state that
is Gaussian, i.e. that is completely described by its first and second moment. In fact,
the vacuum state is described by a Gaussian wave-function, and we know the bilinear
Hamiltonian preserves the Gaussian nature of the state [88]. For this reason in this
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section we introduce the Gaussian states from the mathematical and physical point of
view. In particular we will focus on the phase space description of the quantum state.
A starting point is the characteristic function, defined as

χ[ρ̂](λ) = Tr[ρ̂D̂(λ)], (2.73)

where ρ̂ is the density operator and D̂(λ) is the displacement operator. λ is a n-dimensional
vector, where n is the number of modes contributing to the state. Therefore, D̂(λ) is the
generalization of the operator defined in (2.69) to all the field operators. The displace-
ment operator forms a complete set of operators. It means that any operator Ô can be
written in the basis of the displacement operators as

Ô =
�

Cn

d2nλ

πn Tr[ÔD̂(λ)]D̂(λ)†, (2.74)

where the integral is performed over the real and imaginary part of λ. Hence, the char-
acteristic function has the role of the complex coefficient of this expansion, and it can be
written as

ρ̂ =
�

Cn

d2nλ

πn χ[ρ̂](λ)D̂(λ)†. (2.75)

The phase-space description ensures a one-to-one correspondence between the χ func-
tion and the state. Furthermore, the characteristic function generates all the symmetri-
cally ordered moments of the state

Tr[ρ̂(â†
k)

pâq
l ]S = (−)q ∂p+q

∂λ
p
k ∂λ

∗q
l

χ[ρ̂](λ), (2.76)

where, for instance, the symmetric order is s.t. [â† â]S = 1
2 (â† â + ââ†).

Another important quantum phase space representation is given by the Wigner function
W[ρ̂](α, α∗), defined as the Fourier transform of the characteristic function

W[ρ̂](α, α∗) =
�

Cn

d2nλ

π2n exp[−i(λ∗α + α∗λ)]χ[ρ̂](λ). (2.77)

The function W[ρ](α, α∗) is a quasi-probability function, meaning that it’s volume is one,
but it can assume negative values. It also gives the expectation value of symmetrically
ordered moments

Tr[ρa†l aq]S =
�

d2nαW[ρ](α)αq(α∗)l . (2.78)

More generally the Wigner function gives the expectation values of any symmetrically
ordered functions of â and â†. To give an example the mean value of the symmetric
ordered number operator â† â is

1
2
�ââ† + â† â� =

�
W(α, α∗)αα∗d2α. (2.79)
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Equation (2.79) can be further generalized for any operator Ô leading to

�Ô� =
�

W(α, α∗)OS(α, α∗)d2α, (2.80)

where the function OS(α, α∗) is the symmetrically ordered form of Ô. Given the oper-
ator Ô = ∑j,k cjk â†j âk fully expanded on the field operators, we can find the symmetric
function OS(α, α∗) using Eq. (2.78). This leds to a general expression for the symmetric
function

OS(α, α∗) = ∑
jk

cjk

�
∂

∂λ
+

λ∗

2i

�j�
∂

∂λ∗
− λ

2i

�k

exp[iλ∗α + iλα∗]|λ=λ∗=0, (2.81)

which can be used to calculate the different expectation values. It’s worth to notice that
the Wigner function has an analogue position-momentum representation. This is how
it was originally introduced in 1932 by Wigner

W[ρ̂](q, p) =
1

2πh̄

�
dζ exp(− i

h̄
pζ)�q + ζ

2
|ρ̂|q− ζ

2
�, (2.82)

and it has a clear interpretation in terms of position and momentum. In fact, it gives
the marginal distribution of q (p) when the integration is performed on the conjugate
variable p (q). However, we stress the fact that the Wigner function is not a probability
distribution since it can assume negative values, even though for a Gaussian state (2.82)
is always positive.

As mentioned before the main feature of Gaussian state is that we can reconstruct all
the state just knowing the first and second moments. For a Gaussian state with density
operator ρ̂GS and dimension 2n, the Wigner function is of the form

W[ρ̂GS]({αi, α∗i }i) =
1

2nπn
�

Det[œ]
exp

�
− 1

2
(A− �A�)Tœ−1(A− �A�)

�
, (2.83)

where A = (α1, α∗1, . . . , αn, α∗n)
T is the variables vector, �A� is the vector of the first mo-

ment and σij = �Ai Aj� − �Ai��Aj� is the covariance matrix. The density operator ρ̂ can
be then reconstructed and eventually written as a Gaussian exponential of the creation
and annihilation operators [89].

We conclude this chapter giving the conditions for which we can actually reach the
Gaussian steady state. This is a branch of mathematics that studies the stability of the
dynamics. In physics this corresponds into finding the conditions for which, at t → ∞,
the mean values of the operators â, q̂ and p̂ is constant. We will tackle this problem in
the next section.
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2.5 | Stability of the Hamiltonian
Here we address the more general concept of stability from a mathematical point of
view. We start considering a first order linear coefficient constant system. In classical
physics the evolution is ruled by the equation

d
dt

x = A[x(t)− x0], with x0 being the equilibrium point. (2.84)

When we study the stability we ask whether x(t) converges to x0 as t → ∞ for every
initial condition x(0). The equilibrium point is called globally stable if each eigenvalue
of A has negative real part. In this case A is called a stable matrix. The solution of
Eq. (2.84) is

x(t) = eAt[x(0)− x0] + x0, (2.85)

as it can be proved applying the derivative with respect to time.

Let us now consider a first order non-linear system. The equation describing the evolu-
tion is then

d
dt

x = f (x)[x(t)− x0], with f (0) = 0, and lim
x→∞

x(t) = x0. (2.86)

Since f is not linear, matrix analysis cannot give enough contribution to describe all
notions of stability for f . However, we can Taylor expand f around x0,

d
dt

x = J f [x(t)− x0], J f =
∂ fi

∂xj

����
x=0

, (2.87)

and ask whether the system is locally stable, i.e. if the Jacobian J f has negative real part
of the eigenvalues. Most of the time the calculation of the eigenvalues is not straightfor-
ward, or it’s analytically impossible, since it consists in finding the zeros of a high order
characteristic polynomial. In this case, to find the stability conditions, we can apply the
Routh-Hurwitz criterion, for which the matrix A ∈ Mn(R) is positive stable if and only
if the leading principal minors of the Routh-Hurwitz matrix Ω(A) are positive. The con-
struction of the matrix consists in writing the characteristic polynomial PA of the matrix
A,

PA(t) = tn + an−1tn−1 + · · ·+ a0. (2.88)

The coefficients ak are then used to define the components of Ω(A). Given

ak = (−1)n−kEn−k(A), for k = 0, 1, . . . , n− 1, (2.89)
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we can recognize Ek(A) as the sum of the

�
n
k

�
principal minors of order k. We then

build the matrix Ω(A) as

Ω(A) =




E1 E3 E5 . . . 0

1 E2 E4 . . .
...

0 E1 E3
. . .

...
... 0 E1

. . . 0
0 0 0 0 . . . En




. (2.90)

A leading principal minor is the minor of the leading principal submatrix. The leading
principal minor of order k is the submatrix composed by the first k rows and k columns.
For example

minor1Ω(A) = E1, (2.91)

minor2Ω(A) =

�����
E1 E3

1 E2

����� = E1E2 − E3, (2.92)

minor3Ω(A) =

�������

E1 E3 E5

1 E2 E4

0 E1 E3

�������
= E1(E2E3 − E4)− (E2

3 − E1E5), (2.93)

and so on and so forth. The explicit calculations of Ω(A) if n = 4 leads to the Routh-
Hurwitz matrix

Ω(A) =




−a3 −a1 0 0
1 a2 a0 0
0 −a3 −a1 0
0 −a3 −a1 0
0 1 a2 a0




, (2.94)

whose leading minors have to be positive. To make an example, and give a connection
with our main topics of optomechanics, we now calculate the stability of our system.
Consider indeed the Langevin equations (2.72). After defining the vector of operators
u = (â, â†, q̂, p̂)T and the vector of noise operators η = (âin, â†in, 0, ξ̂), we can write the
equations of motion in a compact form as

u̇(t) = Au(t) + η(t), (2.95)
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2.6. Optomechanical array

where A is the dynamical matrix whose components are given by the Langevin equa-
tions. The stability of the dynamics can be tested with the Routh-Hurwitz criterion, that
leads to the following set of inequalities

Δ > 0 ∧ 8g2h̄α2Δ− (4Δ2 + κ2)mω2
m > 0

∨
Δ < 0 ∧ 32g2h̄α2Δ(γ + κ)2 + mγκ{(4Δ2 + κ2)[4Δ2 + (2γ + κ)2)]

+8[(2γ + κ)κ − 4Δ2]ω2
m + 16ω4

m} > 0

The stability of the system is also important to find relevant features through the Lya-
punov theorem. It states that given a matrix A ∈ Mn, A is positive-stable if and only
if ∃G ∈ Mn > 0 s.t. GA + A∗G = H > 0, with H, G s.t. H = H†, G = G†, H > 0.
Furthermore A is positive stable if and only if G > 0. This theorem gives us a condition
for the stability of the dynamics that can be useful in many situations. Let us consider a
practical example and take the standard solution for Eq. (2.95)

u(t) = exp(At)u(0) +
� t

0
dt� exp[A(t− t�)]η(t�). (2.96)

The covariance matrix is given by

σ(t, s) =
�u(t)u(s) + u(s)u(t)�

2
. (2.97)

Taking t = s and applying the relations between the operators we find

d
dt

σ(t) = Aσ(t) + σ(t)AT + D(t), (2.98)

where we have defined σ(t, t) ≡ σ(t) and D(t) is a matrix that accounts for the noise
correlations. Finally if A is stable at infinite time the system reaches a steady state and
Eq. (2.98) assumes the Lyapunov form Aσ + σAT = −D. Hence, we see that using the
Lyapunov theorem we know that if A gives a stable dynamics, the covariance matrix σ

exists and it is positive.

2.6 | Optomechanical array
When two or more optomechanical cavities are coupled together we can talk about op-
tomechanical arrays. Usually the radiation can leak out from one cavity and be absorbed
by the adjacent one, for example with an induction process. Similarly the mechanical
motion in a cavity can spread into the next ones because of a common support. We can
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2.6. Optomechanical array

describe the array composed of N optomechanical cavities with a tight binding Hamil-
tonian of the form

H =
N

∑
i=1

Hom
i + ∑

�i,j�
(Jij â†

i âj + Kijb̂†
i b̂j), (2.99)

where Hom
i is the optomechanical Hamiltonian (2.63) related to the ith cavity and J, K

are respectively the optical and mechanical hopping constants between the two ith and
jth adjacent cavities. Eq. (2.99) is a typical Hamiltonian that is used in transport models.
We will enter in the details of this subject in Chapter 4
Here we show that for this Hamiltonian we can apply all the tools we used for the
single optomechanical cavity case. Indeed Eq. (2.99) is at most quadratic in the set of
operators {âi}N

i=1, {b̂i}N
i=1 and from Ref. [88] we know they transform Gaussian states

into Gaussian states. For this reason we know the driven system will eventually reach a
steady state. We can write the quantum Langevin equation for the system operators as

dâi

dt
= iΔâi + igi(b̂i + b̂†

i )âi + i ∑
j∈Ui

Jij âj −
k
2

âi +
√

kâin
i , (2.100a)

db̂i

dt
= −iωmb̂i + igi â†

i âi + i ∑
j∈Ui

Kijb̂j −
γ

2
b̂i +

√
γb̂in

i , (2.100b)

where Ui is the set of the nearest neighbor sites of the cavity i. The steady state is
given by the condition that the dynamical matrix A, whose components are given by
Eq. (2.100a), is stable. This leads the mean values of �a�, �b� to be constant for each site.
Hence we get an equation that can be written in a compact form as

∑
j

Aij�ĉj�+
�

Γi�ĉin
i � = 0, (2.101)

where ĉ is the vector of the all site optical and mechanical operators, Γ = diag(κ, . . . , γ, . . . )
is the diagonal matrix of optical and mechanical decay rates.
Once we have the steady solutions for the all the operators â and b̂ we can linearise
the Hamiltonian with the procedure described in the previous sections, yielding Hl.
Therefore the Langevin equations Eq. (2.100a) assume the form

dâi

dt
= i[âi, Hl]−

k
2

âi +
√

kâin
i , (2.102a)

db̂i

dt
= i[b̂i, Hl]−

γ

2
b̂i +

√
γb̂in

i . (2.102b)
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We finally describe the system in the frequency domain to obtain

(ω1− A)ĉ = Γĉin. (2.103)

from which we can now calculate the covariance matrix σ(t, 0) whose components are
[σ(t, 0)]i,j = �ĉi(t)ĉj(0)�, that defines the correlations among the steady state operators
at different times. This quantity will be useful to analyze the transport of excitation in
the array (see Chapter 4) and it will be extensively used in this thesis. Using Eq. 2.103
we find in the frequency domain [σ(ω)]i,j = iGij(ω), where G(ω) = (ω1− A)−1 is the
Green’s function matrix that gives the propagation of the state into the array. Further-
more, the equation describes the dynamics of a system subject to external noise, which
is the topic of the next chapter.

2.7 | Summary
In this chapter we have introduced the subject of optomechanics, which is the main fo-
cus of this dissertation. We have seen in Sec. 2.2 the Hamiltonian description originally
provided by C.K. Law in Ref. [9] obtained applying the canonical quantization on the
Maxwell equations of the electromagnetic field inside the cavity with moving-end mir-
ror. The resulting dynamics can be approximated to a quadratic interaction between the
optical field and the position operator of the mechanical oscillator. Although description
provides a simplified and realistic view of optomechanics, for in more cases the contri-
bution given by higher-order interactions is negligible, the solution of the equations of
motion can be obtained only for few cases with particular initial conditions, some of
which have been investigated in 2.2.1. In general, it is possible to obtain approximated
solutions for any initial condition, using numerical calculus, but we need to keep in
mind that the Hilbert space of the accessible quantum states is unbounded. Therefore,
we should restrict the exploration to a finite number of states which we are more inter-
ested in. In Sec. 2.3 we showed that applying a driving laser to the optical cavity we can
reach a steady state and consider only the operators describing the fluctuations around
the mean values. In this picture the interaction becomes linear and the equations of mo-
tion can be easily solved. Furthermore, under the right conditions, as described in Sec.
2.5, the driven optomechanical cavity reaches at equilibrium a Gaussian quantum state,
for which the system is fully described by its first and second moments. This will be the
prominent description used in this dissertation, which allows us to solve the dynamics
of even more complicated systems, as briefly shown in Sec. 2.6. In fact, we can analyze
the transfer of excitation that occurs when several optomechanical cavities are coupled
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2.7. Summary

together. The study of this phenomenon enters in the more wide field of quantum trans-
port, which finds application energy transfer and in information processing devices. We
will introduce this subject in Chapter 4 and show the applications in optomechanics in
Chapter 5. In order to obtain relevant informations about transport properties we need
to solve Eq. (2.100a) for an array of optomechanical cavities, where the values of the
mechanical and optical hopping terms give rise to different emerging properties of the
physical system. But even more important, as shown in Equation (2.103) is the input
term, which ultimately accounts for the interaction between the system and the exter-
nal environment. It represents the noise the outer world exerts on the optomechanical
cavity and it accounts for different behavior in the quantum transport as noted by the
fluctuation dissipation theorem. The role of the "rest of the universe" on the dynamics
of the system is the subject of the next chapter, where we introduce how the Langevin
equation comes up from the concept of open quantum system.
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Open quantum dynamics

3.1 | Introduction
Any physical system, regardless of how much we tried and managed to isolate, is ac-
tually surrounded by an external environment with which it interacts and exchanges
energy, particles, and important physical quantities. Furthermore, quantum mechan-
ics expects a certain amount of entanglement shared by the system and the rest of the
universe. It would seem impossible to deal with the quantum theory, which demand
to write the wavefunction of the universe. Fortunately, the theory of open quantum
system allows us to handle the interactions between the system and the environment
surrounding it and have a quite good description of the system. With regards to our
optomechanical cavity, we see that both the photon field and the mechanical oscillator
interact extensively with the environment. For instance, a non completely reflective mir-
ror leads the cavity field to be affected by absorption and leaking to the environment.
As we described in Chapter 2, the cavity field is often driven by an external laser. It hits
the external surface of the cavity and passes in, amplifying the internal electromagnetic
field. At the same time, the mechanical oscillator is subjected to losses due to dispersive
support and affected by noise from external sources of vibration. The general effect of
losses and gains lead the dynamics of the system to be non unitary. In particular, we
have a situation where the amplitude of the fields is not conserved. All those effects are
treated in the open quantum system theory.
In this chapter we want to address the theoretical aspects of open quantum system with
a focus on the quantum Langevin equation which we already showed in Chapter 2. The
effects of the system-environment interaction ranges from thermalization to decoher-
ence. From the quantum Langevin equation point of view we can see them as the effect
of a quantum noise affecting the dynamics. Here we show a little portion of the general
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3.2. The classical Langevin equation

theory of open quantum system and we refer to other books, such as [85] and [82], for a
wider description.
We start the chapter with the description of the classical Langevin equation. We then go
to quantum mechanics giving a short description of the open quantum system theory.
We then give a description of the quantum Brownian dynamics and finally give the
general form of the quantum Langevin equation. We will see this has a particular role
in the definition of input and output fields. To conclude we will apply these concepts to
the optomehcanical system, recovering the results showed in Chapter 2

3.2 | The classical Langevin equation
The Langevin equation originally aimed to provide a description of the Brownian mo-
tion, eventually having a much broader role in physics. In this section we follow Ref. [90]
for the treatment of the Brownian motion and the classical Langevin equation. Let’s first
consider a particle of mass m freely moving in a fluid and subject to a friction. The New-
ton equation is m dv

dt = −αv(t), where α is the friction term. This law was originally used
by Stokes to describe a spherical particle embedded in a fluid. For the particle was big
enough to ignore the fluctuations of the fluid, the solution v(t) = v0 exp(− α

m t) finely
described the dynamics. When considering small particles the fluctuations arise in the
equation of motion in the form

d
dt

v(t) = −ηv(t) + ξ(t), (3.1)

where η = α/m and ξ(t) is the term representing the noise. The mean value of a physical
quantity here is defined as

�A(t)� =
� t+τ/2

t−τ/2

1
τ

A(s)ds, (3.2)

with τ being the time-scale of the system. We require τ to be long compared to in-
dividual molecular collision time, but short enough compared to the relaxation time
defined as the inverse of the friction constant η−1. We ask the mean value of the noise
to be �ξ(t)� = 0, so that in the long period the random effects of the noise average
to zero. Furthermore we ask the correlation of the noise at different times to be null,
�ξ(t)ξ(t�)� = 0 for |t − t�| > τ. This condition reflects the absence of memory in the
dynamics. If we consider a particle with initial velocity v0 the solution to the classical
Langevin equation is given by

v(t) = v0e−ηt +
� t

0
dse−η(t−s)ξ(s). (3.3)
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3.2. The classical Langevin equation

In the limit τ → 0 the correlation assumes a Dirac delta form �ξ(t)ξ(t�)� = qδ(t− t�).
With this condition we can consider an ensamble of particles with initial velocity v0 and
get �v(t)� = v0e−ηt and for the mean of the velocity squared

�v2(t)� = v2
0e−2ηt +

� t

0

� t

0
dsds�e−η(t−s)e−η(t−s�)qδ(s− s�)

= v2
0e−2ηt +

q
2η

(1− e−2ηt). (3.4)

From the equipartition theorem we have at thermal equilibrium

�mv2

2
� = kBT

2
. (3.5)

The equilibrium is reached for large times t → ∞, when the first term of the r.h.s. of
Eq. (3.4) goes to zero. Comparing the two expressions we obtain

q = 2η
kBT
m

. (3.6)

Equation (3.6) is also known as the fluctuation-dissipation relation [91], which relates
the correlation of the noise with the friction factor η. A more general statement of the
fluctuation-dissipation theorem involves the correlation of a system variable at different
times [92]. We define the time correlation functions C(t) at equilibrium as

C(t) = �v(t)v(0)� = lim
T→∞

1
T

� T

0
v(t + s)v(s)ds. (3.7)

From the Wiener-Khinchin theorem, the power spectrum is the Fourier transform of the
correlation function and at equilibrium we get

C(t) =
kBT
m

e−η|t|, (3.8)

Thus, the power spectrum P(ω) assumes the Lorentzian form

P(ω) =
�

dt
1√
2π

C(t)eiωt =
1√
2π

kBT
m

2η

ω2 + η2 . (3.9)

If we consider the noise ξ(t) to be delta-correlated we have its power spectrum Pξ to
represent white noise, in fact

Cξ(t) = 2η
kBT
m

δ(t) (3.10a)

Pξ(t) = 2η
kBT
m

, (3.10b)
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which is another example of fluctuation-dissipation relation. We now take a step further
and consider the case of a particle in a fluid with an external force. With respect to
Eq. (3.1) we have the addition of a term Fext. If the force depends on the position, for
instance Fext = −kx we have

d2x
dt2 = −η

dx
dt
− k

m
x + ξ(t), (3.11)

that, after defined the spring frequency ω0 =
�

k
ω , can be Fourier transformed into

x(ω) =
ξ(ω)

(−ω2 − iηω + ω2
0)

. (3.12)

In this case the power spectrum of the position Px(ω) describes a damped harmonic
oscillator, with

Px(ω) = lim
T→∞

1
2T

|ξ(ω)|2
|ω2

0 −ω2 − iηω|2

= 2η
kBT
m

1
(ω2 −ω2

0) + η2ω2
. (3.13)

We want now to apply the results of this section into optomechanics. In fact, in the
regime where many photons are present in the cavity, the Hamiltonian can be linearized
and the mean values of the operators follow the classical equations of motion. Let’s
consider the operators x(t) and a(t) of a single optomechanical cavity in the linearized
regime

d2x(t)
dt2 = −Ω2x− γ

dx
dt

+
h̄g
m

(α∗a + αa∗) +
Fext

m
(3.14a)

da(t)
dt

=

�
iΔ− κ

2

�
a + iGαx (3.14b)

The equation (3.14a) is analogue to Eq. (3.11) with the extra term given by the optome-
chanical interaction. Moreover, the dynamics of the mechanical oscillator is coupled
with the dynamics of the cavity field described in Eq. (3.14b). Thus, the Fourier trans-
form of the mechanical motion is

x(ω) =
Fext

m[Ω2 −ω2 − iωγ] + Σ(ω)
(3.15)

where the denominator is the mechanical response function for the optomechanics.
Note that it contains an extra term respect to the denominator in Eq. (3.12), Σ(ω), which
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is called optomechanical self-energy [93]. When we set the resonant condition ω = Ω
the imaginary part of Σ(ω) gives an additional damping term

γopt =
1

mΩ
Im[Σ(Ω)], (3.16)

which is due to the optomechanical interaction. Once again, the optical contribution to
the mechanical damping is given by the fluctuations of the external force Fext.

3.3 | The quantum Langevin equation
Classically the problem of a system interacting with an external source of noise has been
coped by Langevin with its equation for a Brownian particle moving in a viscous fluid
under the influence of a potential. In the previous chapter we analyzed the effect of
an external force stirring the particle in a noise environment. Here we aim to find the
quantum analog of Eq. (3.11) and a reasonable description of the quantum noise. In this
section we will follow Refs. [82, 85].
In order to do so in our treatment we will need to assume [82] the external environment
to be a thermal bath. i.e. a sum of harmonic oscillators, with a smooth frequency spec-
trum. We also require the coupling between the system and the bath to be linear in the
bath harmonic oscillator operators and the coupling constant to be a smooth function
of the frequency. We will use these conditions to produce a theory that describes the in-
teraction of the system in a similar manner as the Langevin equation. The noise indeed
can describe either an external signal, the fluctuations of the medium or the vacuum
noise itself. This latter for instance is a component of quantum mechanics that cannot
be neglected, or else the intrinsic rules of quantum mechanics, such as the canonical
commutation relations, are violated [94] as we will see throughout this chapter.
Let’s start from a general description of an open quantum system. When we refer to the
pair system-environment the dynamics is described by a unitary transformation as the
global system is closed. Given the total Hamiltonian HSE, the quantum state ρSE fulfills
the usual Heisenberg equation

d
dt

ρSE = −i[HSE, ρSE]. (3.17)

However, if we want to describe just the dynamics of the system density operator ρS =

TrE[ρSE] we need to trace out the environment degrees of freedom and Eq. (3.17) assumes
the more generic form

d
dt

ρS = L[ρS], (3.18)
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where L[•] is the Liouvillan super-operator that gives the dynamics of the system. The
time evolution of the density operator is called master equation and the approximations
mentioned at the beginning of this section are useful in order to find a solution and a
way to write it down.

We start from the description of the heat bath as a collection of harmonic oscillators

Hbath = ∑
n

�
p2

n
2mn

+
knq2

n
2

�
, (3.19)

where pn, qn are the nth bath canonical operators. We can write the total Hamiltonian as
HSE = Hsys + Hbath + Hint that is a sum of the system Hamiltonian, the bath Hamiltonian
and the interaction respectively. The system Hamiltonian is a function of a vector of
system operators Z, such that Hsys = Hsys(Z). It can however remain unspecified. The
interaction has the form of a linear interaction between a system operator X and the
bath operators qn, yielding

H = Hsys(Z) + ∑
n

�
p2

n
2mn

+
kn

2
(qn − X)2

�
. (3.20)

In some models, as in the Caldeira-Leggett model [95], the interaction is added manu-
ally through a term −∑n knqnX, and the quadratic term proportional to X2 is omitted.
However, even though this interaction appears natural, lacks in making the energy spec-
trum bounded and eventually leads the bath to do not reach a thermal equilibrium state,
with the result that the quadratic term has to be added manually [94]. Analogously to
this interaction model, called independent oscillator model, we can consider the case
where the system operator X interacts with the bath through a linear coupling with the
momentum operators pn of the bath. We can see that a simple canonical transformation
leads the two models to be equivalent

qn → pn/
�

kn

pn → −qn
�

kn�
kn → kn. (3.21)

The Heisenberg equation for the operators pn, qn is

q̇n = pn − knX (3.22a)

ṗn = −ω2
nqn. (3.22b)
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We can also express the operators pn, qn in terms of the creation annihilation operators
b†

n, bn defined as

b†
n =

ωnqn − ipn√
2h̄ωn

bn =
ωnqn + ipn√

2h̄ωn
, (3.23)

where the oscillator frequency is defined as ωn =
�

kn
mn

, and finally find the Heisenberg
equations for the bath operators

ḃn(t) = −iωnbn − kn

�
ωn

2h̄
X, (3.24)

whose solution is

bn(t) = e−iωn(t−t0)bn(t0)− kn

�
ωn

2h̄

� t

t0

e−iωn(t−t�)X(t�)dt�. (3.25)

To find the quantum Langevin equation for a generic system operator Y ∈ Z we use the
Heisenberg equation

Ẏ =
i
h̄
[Hsys, Y] +

i
2h̄ ∑

n
[{Y, pn − knX}, knX]

=
i
h̄
[Hsys, Y] +

i
2h̄ ∑

n
[{Y, q̇n}, knX], (3.26)

that is, after substituting the solution Eq. (3.25) in Eq. (3.26):

Ẏ =
i
h̄
[Hsys, Y]− i

2h̄
[X, {Y, ξ(t)−

� t

t0

f (t− t�)Ẋ(t�)dt� − f (t− t0)X(t0)}], (3.27)

where we have defined the functions ξ(t) and f (t) as

ξ(t) = i ∑
n

kn

�
h̄ωn

2

�
b†

n(t0)eiωn(t−t0) − bn(t0)e−iωn(t−t0)

�
(3.28a)

f (t) = ∑
n

k2
n cos ωnt. (3.28b)

We can see from Eq. (3.27) that f (t) gives the contributions from other times in the past
and for this it is called memory function.
From now on we will consider the environment to be large enough that we can approx-
imate the sum with integrals. So we extend our previous calculations to the continuum.
Therefore we can write

f (t) =
� ∞

−∞
cos(ωt)G(ω)dω, (3.29)

where G(ω) has the significant role in the dynamics of governing the damping features.
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3.3.1 | First Markov approximation
In order to proceed further with the calculation we perform what is usually called the
first Markov approximation [82]. We state here that the correlations timescales of the
reservoir are shorter than the decay timescale of the system. Furthermore we state that
the timescale of validity of Eq. (3.26) are shorter than the gross timescale over which the
system evolves. With these assumptions we can set the function G(ω) to be constant,
G(ω) = γ/π. Equation (3.29) becomes:

f (t) =
2γ

π

� ∞

−∞
cos(ωt)dω = 2γδ(t). (3.30)

Now the function f (t) describes a no-memory situation and the form of the Langevin
equation is the most similar to the classical one, with

q̇(t) =
p(t)
m

(3.31a)

ṗ(t) = −V �(q(t))− γq̇(t) + ξ(t), (3.31b)

with the difference that describes the time evolution of operators. Nevertheless, an-
other important difference lies in the correlations of the noise operators. Whereas in the
classical case the correlation is a delta function in the quantum framework we get

[ξ(t), ξ(t�)] = 2ih̄γ
d
dt

δ(t− t�), (3.32)

that means that even if the system shows no memory, the noise operators commutator
still depends on past times. It represents a huge but necessary difference with respect to
the classical case. We can use the explicit form of the memory function to finally write
Eq. (3.27) as

Ẏ =
i
h̄
[Hsys, Y]− i

2h̄
{[X, Y], ξ(t)− γẊ}

�
. (3.33)

The calculation of the commutation relations of the noise operator with the system op-
erators leads to

[Y(t), ξ(s)] = 2γ
d
ds

�
u(t− s)[Y, X(s)]

�
, (3.34)

where

u(x) =





1 x > 0
1
2 x = 0
0 x < 0

. (3.35)

40



3.3. The quantum Langevin equation

The last equation saves the causality stating that the behavior of the operator Y depends
only on past values of the noise operator ξ.

3.3.2 | The input-output formalism
Let’s now address the quantum Langevin equation Eq. (3.27) to a case of interest where
the interaction is between the ladder operators b, b† of the bath and a single system
operator c and its Hermitian conjugate c†, i.e.

HSE = Hsys + Hbath + Hint, (3.36a)

Hbath = h̄
�

dωωb†b, (3.36b)

Hint = ih̄
�

dωk(ω)

�
b†c− c†b

�
. (3.36c)

Hence, the solution of the Langevin equation for the bath operator Eq. (3.25) becomes

b(ω) = b0(ω)e−iω(t−t0) + k(ω)
� t

t0

e−iω(t−t�)c(t�)dt� (3.37)

and Eq. (3.26):

ȧ = − i
h̄
[a, Hsys] +

�
dωk(ω)

�
b†(ω)[a, c]− [a, c†]b(ω)

�
. (3.38)

We substitute the solution from Eq. (3.37) in Eq. (3.38) and apply the first Markov ap-
proximation, setting k(ω) =

�
γ

2π . We also define the in field:

b(in)(t) =
1√
2π

�
dωe−iω(t−t0)b0(ω). (3.39)

The in operator represents a bosonic operator that fulfills the standard commutation
relation, [b(in)(t), b(in)(t�)] = δ(t− t�). Eq. (3.38) reads

ȧ = − i
h̄
[a, Hsys]−

�
[a, c†]

�
γ

2
c +

√
γb(in)(t)

�
−
�

γ

2
c† +

√
γb(in)†(t)

�
[a, c]

�
. (3.40)

In the equations above the damping is included in the terms γ
2 c and γ

2 c†. The noise is
encoded in the operators b(in) and b(in)†.
If we consider the integral in Eq. (3.37) to have extremes t, t1, with t1 > t we can define
the out operator b(out)(t) = 1√

2π

�
dωe−iω(t−t1)b1(ω) that describes the field going out

from the cavity. After simple algebra we can finally show the input-output relation [78]

b(out) = b(in) −√γc. (3.41)
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A hand wave interpretation of this equation considers the output field as the sum of the
input field and the damped field that remains in the cavity.

Let’s now consider the system to be a harmonic oscillator with Hsys = h̄ω0a†a and the
typical interaction s.t. c = a. We can write Eq. (3.40) as:

ȧ = −iω0a− γ

2
a +

√
γb(in)(t). (3.42)

As we have seen in the Chapter 2 we calculate the stationary value α = �a� of the
operator a. We can average both sides of Eq. (3.42), setting the l.h.s. to zero. Defining
β(in) = �b(in)�, the stationary value is then reached for:

α =
√

γ
β(in)

iω0 − γ
2

. (3.43)

The solution just presented refers to the simple situation of a single oscillator coupled
with an external bath of oscillators. The stationary field gives in cavity QED an impor-
tant quantity that has been necessary in the previous chapter to linearize the Hamilto-
nian and express the system in terms of the fluctuating field around the value α. How-
ever, the solution for the stationary field in the case of optomechanics is slightly more
complicated and it is described in chapter 2, Eq. (2.101) for the case of an optomechanical
array.

3.4 | Application to optomechanics
In order to describe this optomechanical system effectively, one has to consider decoher-
ence and excitation losses, i.e., the concept of open quantum systems has to be applied.
In this section we will make use of the linearization procedure described in Chapter 2
and finally find the autocorrelation matrix of the system operators, which ultimately
depends on the correlation of the noise.

The single mode field is affected by a decay with rate κ = κin + κloss, where κin is the loss
rate associated with the input–output fields and κloss is related to what are commonly
called internal losses [96]. The latter quantity could, for example, originate from the fact
that the cavity mirrors act to scatter photons from the cavity mode of interest to other
modes or to the outside environment. The mechanical oscillator is in contact with a
phonon bath at temperature T and experiences a friction or decay rate γ. The dynamics
is given in the Heisenberg picture with the use of the quantum Langevin equations
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already expressed in Chapter 2, Eqs. (2.72)

˙̂a = −iωc â + igâq̂− κ

2
â +

√
κin âin +

√
κloss âloss, (3.44a)

˙̂a† = iωc â† − igâ†q̂− κ

2
â† +

√
κin â†

in +
√

κloss â†
loss, (3.44b)

˙̂q =
p̂
m

, (3.44c)

˙̂p = −mω2
mq̂− γ p̂ + h̄gâ† â + ξ̂. (3.44d)

where âin is the input noise operator associated with the modes of the radiation field
outside the cavity. âloss is the operator describing the internal losses. The cavity op-
erates at optical frequencies, i.e., h̄ωc/kBT � 1 holds to a very good approximation
at reasonable temperatures, and therefore the operators âin(t) and â†

in(t
�) represent a

Markovian source of noise. Thus, they commute for t �= t�. Their correlation functions
in the vacuum state |0� read

�0| âin(t)â†
in(t

�) |0� = δ(t− t�), (3.45a)

�0| â†
in(t

�)âin(t) |0� = 0. (3.45b)

The operators âloss(t) and â†
loss have similar commutation relations and furthermore they

commute at all times with âin(t) and â†
in(t

�).
The mechanical oscillator is coupled to a thermal bath, via the quantum Brownian noise
operator ξ(t), which is non-Markovian. Making use of the spectral density J(ω) of the
phonon modes in the bath and the weak coupling of the mechanical oscillator to the
bath [97] one can define the following functions [98]

DR(τ) =
� ∞

0
dω J(ω) cos(ωτ) coth

�
h̄ω

2kBT

�
(3.46a)

DI(τ) =
� ∞

0
dω J(ω) sin(ωτ). (3.46b)

Now, we are able to calculate the two-time correlation function of ξ̂(t):

�ξ̂(t)ξ̂(t�)� = h̄[DR(t− t�)− iDI(t− t�)]. (3.47)

The mean of ξ̂(t) is zero and its non-Markovian nature allows us to preserve the correct
commutation relations between p̂ and q̂ during the time evolution [98]. It is worth to
highlight the difference between Markovian and non-Markovian noise. The Markovian
noise is characterized by having a two-time correlation function proportional to a Dirac
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3.4. Application to optomechanics

delta. This situation is as close as possible to the classical Markovian description, where
the noise at time t has no correlations with the noise at time t� �= t. However, quantum
mechanics forbids to consider genuine Markovian noise, albeit delta-correlated noise
provides a good approximation when the temperature of the bath is much higher than
the energy of the system, for the correlation function goes to zero at times shorter than
the typical timescale of the dynamics. Thus, Brownian noise correlation functions such
as Eq. (3.47), can be approximated into delta functions in the limit T → ∞.
An extensively studied case is the Ohmic spectral density with a Lorentz–Drude cutoff
function

J(ω) =
2mγ

π
ω

Ω2

ω2 + Ω2 ,

where Ω is the high-frequency cutoff. An Ohmic spectral density with exponential cut-
off [99],

J(ω) =
2mγ

π
ω exp

�
−ω

Ω

�
(3.48)

leads to very similar behavior to one with Lorentz–Drude cutoff function, albeit with
the advantage that the integrations in Eqs. (3.46a), (3.46b) have analytical solutions in
closed form:

DR(τ) =
2mγ

π

Ω2 �Ω2τ2 − 1
�

(Ω2τ2 + 1)2 +
2mγ

πh̄2 (kBT)2
�
Ψ(1)(z) + Ψ(1)(z∗)

�
,

z =
1− iΩτ

h̄Ω
kBT,

DI(τ) =
2mγ

π

2Ω3τ

(Ω2τ2 + 1)2

with Ψ(1)(z) being the polygamma function [100].
Usually the single mode of the cavity is driven by a laser with frequency ωL and inten-
sity �. This process can be modified through the addition of the following term to the
Hamiltonian, see Eqs. (2.59):

HL = ih̄�
�

â†e−iωLt − âeiωLt
�

, (3.49)

whose phases ±ωLt can be easily absorbed after going into a rotating frame, see Eq.(2.60),
with a resulting detuning for the optical frequency Δ0 = ωc−ωL. In terms of the power
P of the laser, the driving intensity is � =

√
2κinP/h̄ωL.

Under the assumption that |α| is large, we can truncate the equations of motion to first
order in the fluctuation operators. Finally, the differential equations of the shifted oper-
ators can be written in the concise form

u̇(t) = Au(t) + η(t), (3.50)
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where we have defined the vector of operators u(t) =
�
δq̂(t), δ p̂(t), δX̂(t), δŶ(t)

�T
,

which are the fluctuations operators and we have defined the two quadratures of the
single mode field δX̂ = (δâ† + δâ)/

√
2 and δŶ = i(δâ† − δâ)/

√
2. We define analo-

gously the quadratures X̂in, Ŷin, X̂loss and Ŷloss. The vector of noise operators is

η(t) =
�
0, ξ̂(t),

√
κinX̂in(t) +

√
κlossX̂loss(t),

√
κinŶin(t) +

√
κlossŶloss(t)

�T
.

Furthermore, we have

A =




0 1
m 0 0

−mω2
m −γ

√
2h̄gα 0

0 0 − κ
2 Δ√

2gα 0 −Δ − κ
2




. (3.51)

The solution to (3.50) reads

u(t) = exp(At)u(0) +
� t

0
dt� exp[A(t− t�)]η(t�). (3.52)

The autocorrelation matrix is given by

R(t, s) =
�

u(t)u(s)T
�

.

Making use of the relation
�

u(0)η(t)T
�
=
�

η(t)u(0)T
�
= 0, t � 0,

one finds for the autocorrelation matrix the expression

R(t, s) = exp(At)
�

u(0)u(0)T
�

exp(ATs) +
� t

0

� s

0
dt�dt�� exp[A(t− t�)]M(t� − t��) exp[AT(s− t��)]

where we defined the matrix

M(t� − t��) =
�

η(t�)η(t��)T
�
=




0 0 0 0
0 �ξ̂(t�)ξ̂(t��)� 0 0
0 0 κ

2 δ(t� − t��) i κ
2 δ(t� − t��)

0 0 −i κ
2 δ(t� − t��) κ

2 δ(t� − t��)




. (3.53)

Let us consider the symmetric autocorrelation matrix

σ(t, s) =
R(t, s) + RT(t, s)

2
.

Taking t = s we obtain

d
dt

σ(t) = Aσ(t) + σ(t)AT + D(t),
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where σ(t) ≡ σ(t, t), and with

D(t) =
� t

0
dt�

M(t− t�) + MT(t− t�)
2

exp[AT(t− t�)]

+
� t

0
dt� exp[A(t− t�)]

M(t� − t) + MT(t� − t)
2

. (3.54)

This can be further simplified via

M1(t− t�) =
M(t− t�) + MT(t− t�)

2
=




0 0 0 0
0 h̄DR(t− t�) 0 0
0 0 κ

2 δ(t− t�) 0
0 0 0 κ

2 δ(t− t�)




,

because DR(−t) = DR(t) and DI(−t) = −DI(t), which follows the implication that
M1(t− t�) = M1(t� − t). Finally, we can write

D(t) =
� t

0
dτ
�

M1(τ) exp(ATτ) + exp(Aτ)M1(τ)
�
. (3.55)

The stability of the system, limt→∞ exp(At) = 0, can be derived by applying the Routh–
Hurwitz criterion [101] which has been described in Chapter 2. This has been thor-
oughly investigated in the last decade and the two nontrivial conditions on the parame-
ters of A show that if the system is stable, then the bistability of the dynamics is avoided
[102]. From now on we consider these conditions to be satisfied. Therefore, u(t) for
t → ∞ approaches zero, which implies that the autocorrelation matrix σ(t) coincides
with the matrix in the stationary solution. The stationary correlation matrix is defined
as σ = limt→∞ σ(t, t) and is the solution to the following Lyapunov equation

Aσ + σAT = −D, (3.56)

where we have defined the matrix

D =
� ∞

0
dτ
�

M1(τ) exp(ATτ) + exp(Aτ)M1(τ)
�
. (3.57)

Note that the Lyapunov equation above works for any kind of noise and any possible
noise correlations, as long as the dynamics is stable. We used them in our paper [3] and
in Chapter 6 where a realistic description of an optomechanical cavity allows us to find
the best strategy for the estimation of the Hamiltonian parameters.
Furthermore, the input-output relations and the quantum Langevin equations will be
used in the next chapters to calculate the transport of both photons and phonons in an
array of optomechanical cavities. Before to go into transport in optomechanical systems,
in the next chapter we will introduce quantum transport and analyze the transfer of both
fermionic and bosonic particles between the two edges of a 1D chain.
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3.5 | Summary
The open quantum theory offers a more realistic description of any physical system. Af-
ter a short introduction of the main ideas, we introduced the quantum Langevin equa-
tion in Sec. 3.3. From first principles, we were able to write the effect of the external
environment introducing a noise term, which enters in the time evolution of the system
operators. The correlation functions of the noise provide a description of the interaction
between the environment and the system. Hence, if the correlation at different times
follows a Dirac delta, the system experiences no memory effects, as the noise is com-
pletely independent from the values it assumed in the past. This condition reflects in a
analytically solvable set of equations, as can be easily seen substituting this condition in
the integral in Eq. (3.55).

As the focus of this dissertation is optomechanics, in Sec. 3.4 we showed how the quan-
tum Langevin equations find application in a system with an external optical and me-
chanical environment. The first one can be described as Markovian noise, since at room
temperature the number of photons at cavity frequencies is so small they result in being
highly uncorrelated. However this can be not true for the mechanical bath, for the me-
chanical frequency is usually much smaller, and we have to consider non vanishing cor-
relations between different times. Furthermore, when analyzing the mechanical noise,
we considered a specific system-environment coupling, provided by the independent-
oscillator model in Hamiltonian (3.20), which gives a different-time correlation function
written in Eq. (3.47), where the explicit form of it depends on the spectral density of the
environment.

This chapter gives an important introduction to open quantum system which is ulti-
mately connected to quantum transport and quantum estimation theory and this con-
nection is provided mostly by the input-output relations (3.41). The connection with
quantum transport is given by means of the fluctuation-dissipation theorem, which is
strictly related to the transport of physical quantities in the approximated regime of lin-
ear interactions. We will go into the details of this in the next chapter. Furthermore,
when considering the transport of a physical quantity in a medium, the input-output
relations offer a natural way of analyzing the transfer. For example, one could have a
source of light, let the photons to travel in a medium such as an optical fiber or a crystal,
and finally detect the transmitted signal at the end of the medium. Thus, we use the
input-output relations to connect the input and output signals. Let us notice that usu-
ally an optimal transfer considers impedance matching conditions, which guarantees
the maximum amount of transmitted signal amplitude. We will see it in details in our
applications in Chapter 5. Consistently, we can access the physical system only through
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the output field, as this is the one we detect with an instrument. Thus, in Chapter 6 we
will use them to provide a realistic description of an estimation process on an optome-
chanical cavity, where the detection is performed on the optical field escaping the cavity
toward photodetectors.
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4

Quantum Transport

4.1 | Introduction
Quantum transport describes the motion of particles in microscopic and mesoscopic
systems. Here, the difference with the macroscopic systems lies in the coherence length
of a quantum particle which is considered to be larger than the size of the system. There-
fore, the description can only pass through the wavefunction of the particle, for quan-
tum phenomena cannot be neglected. The important lengths are the coherence length
lc, the elastic mean free path l0, the Fermi wavelength of the particle λF and the size of
the system, L. We need to consider the quantum effects of the transport whenever

λF ≤ l0 < L < lc. (4.1)

This condition can be found either at low temperatures, when the coherence length is
increased, or in synthetic systems. When we want to calculate the transport properties
of a system the simplest model considers two leads surrounded by a reservoir, and a
scattering region between them, see Fig. 4.1. Consider a one dimensional system. The
leads are semi-infinite regions with free particle Hamiltonian, namely

Hlead =
|px|2
2m

, for x inside the leads (4.2)

The reservoir instead is macroscopic, and it is such that the particle entering in the scat-
tering region is thermalized at certain temperature and chemical potential. Further-
more, different particles entering in the sample have completely uncorrelated phases.
The scattering region has a mesoscopic Hamiltonian whose form is irrelevant. The

eigenstates of Eq. (4.2) are plane waves with momentum k =
�
(2mE)/h̄2. Hence, a

generic wavefunction has the form
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Figure 4.1: Two leads are connected through a scattering region. The four states repre-
sented as a, b, c, d travel in the two directions. The transport is calculated from the left
to the right lead making use of the scattering matrix S.

ψE(x) =





φk,l(x) = a+eikx + a−e−ikx, for x < 0,

φk,r(x) = b+eikx + b−e−ikx, for x > L,

ψE,S(x), for 0 ≤ x ≤ L.

(4.3)

The plus and minus sign give the direction of propagation of the wave. For our pur-
poses, we do not need to solve the Schroedinger equation and find the explicit form of
the wavefunction. We do know the solution requires continuity of the function and of
the derivative and it is enough to see the linear dependence of coefficients a± and b±.
Thus, we can write this dependence with the help of the linear operator S, also known
as the scattering matrix, which relates the left and right coefficients

�
a−

b+

�
=

�
r t�

t r�

��
a+

b−

�
= S

�
a+

b−

�
, (4.4)

where r and t are the reflection and transmission amplitudes and the primed ones are
the amplitudes in the opposite direction.
The scattering matrix is unitary. This property accounts for current conservation. The
incoming flux Iin = |a+ + b−|2 shall be equal to the outcoming flux Iout = |a− + b+|2,
thus S†S = I and

Iin = Iout ⇐⇒





1 = |r|2 + |t2| = |r�|2 + |t�|2

0 = r∗t� + t∗r� = t�∗r + r�∗t.
(4.5)

More explicitely, we can define the current through the continuity equation

∂x I + ∂tρ = 0, (4.6)
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which is zero for a stationary state ρ with energy E. Furthermore

I =
h̄

2mi
ψ∗E(x)

←→
∂ xψE(x), (4.7)

where we have defined the double derivative operator
←→
∂ x = (�∂x −

←−
∂ x). We can apply

the definition on the state 4.3 and obtain

Ik,l =
h̄

2imk
(a+∗e−ikx + a−∗eikx)

←→
∂ x(a+eikx + a−e−ikx) (4.8)

=
h̄
m
(|a+|2 − |ra+ + t�b−|2) (4.9)

for the left lead and
Ik,r =

h̄
m
(|ta+ + r�b−|2 − |b−|2) (4.10)

for the right lead. If we make them equal we get the unitarity of S.
If the system has also time reversal symmetry, i.e. H∗ = H, we have that if ψ(x, t) is
an eigenstate of the Hamiltonian, also ψ(x,−t)∗ is an eigenstate. Hence, the scattering
matrix acquires the extra property that S = ST. It’s worth to notice that in electromag-
netism a free particle subject to a magnetic field B = ∇ × A loses the time reversal
symmetry. The Hamiltonian of the system is

− h̄2

2m

�
∇+ i

e
h̄

A
�

. (4.11)

We have that H(B) = H∗(−B) and it is straightforward to prove that the scattering
matrix gets the property S(B) = S(−B)T, that is different from time-reversal symmetry.
We will go more in the details of the effect of magnetic fields on transport in the next
chapter.

4.2 | The Green’s function
In this section we present a well-known method for solving differential equations which
has extensive applications in physics and overall in this thesis. We first introduce a very
simple example, the solution of the Poisson’s equation

∇2φ(x) = − 1
�0

ρ(x). (4.12)

The Green’s function G(x) is defined such that

∇2G(x) = δ(x), (4.13)
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therefore the solution of Eq. (4.12) can be obtained as

φ(x) = − 1
�0

�
dx�G(x− x�)ρ(x�). (4.14)

We can easily find the solution for the Green’s function as G(x) = 1/(4π|x|) and when
we substitute it in the previous equation we find the potential made by a charge distri-
bution

φ(x) =
1

4π|x|
�

dx�
ρ(x�)
|x− x�| . (4.15)

This pedagogical example show the power of the Green’s function method in solving
Hamiltonian’s spectrum and Schróedinger equations. Let’s consider the Schroedinger
equation

[H0(x) + V(x)]ψE = EψE, (4.16)

where H0 is a Hamiltonian that we know the solution, and V is a perturbation. Let’s
also suppose the spectrum is continuous and E any value in a given range. The Green’s
function method leads to

[E− H0(x)]G0(x, x�, E) = δ(x� − x), (4.17)

with the boundary condition that G0(x, x�) = G0(x�, x). Hence, we can find the inverse
of the Green’s function considering

�
dx��G(x, x��)G(x��, x) = δ(x� − x), (4.18)

as G−1
0 (x, E) = E− H0(x). Thus, we have

[G−1
0 (x, E)−V(x)]ψE = 0. (4.19)

Gathering together the above equations we can find the solution of the Schreodinger
equation as

ψE(x) = ψ0
E(x) +

�
dx�G(x, x�, E)V(x�)ψE(x�)

= ψ0
E(x) +

�
dx�G(x, x�, E)V(x�)ψ0

E(x
� +O(V2), (4.20)

with ψ0
E(x) being the eigenfunction of H0 with energy E. Here we found the same so-

lution obtained in perturbation theory. The full solution contains an infinite sum of
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Green’s function G0 and wavefunctions ψ0
E. By comparison with the Schroedinger equa-

tion, the Green function G of the full problem satisfy the so-called Dyson equation

G = G0 + G0VG. (4.21)

Now we want to add the time dependence onto the solution ψE, yielding

ψE(x, t) =
�

dx�
�

dt�G(x, t, x�, t�)ψ(x�, t�). (4.22)

Hence the Green’s function can be seen as the propagator from the point (x, t) to (x�, t�),

G(x, t, x�, t�) = −iθ(t− t�)�x, t| exp[−iH(t− t�)]x�, t��. (4.23)

with θ(t − t�) being the Heaviside step function, which has non null values only for
positive time interval t− t�.
Nothing forbid us to extend the defined formalism to many-particle system. The single
particle Green’s function in this case corresponds to the retarded Green’s function

F(x, t, x�, t�) = −iθ(t− t�)�[ψ(x, t), ψ†(x�, t�)]±�, (4.24)

where we make use of the anticommutator [·, ·]+ when the particles are fermions, and
the commutator [·, ·]− when they are bosons. The state ψ(x, t) can be written in the
second quantization as a sum of creation and annihilation particle operators. It’s worth
to notice that in the framework of quantum transport Eq. (4.24) takes general name of
Kubo formula [103]

4.3 | The weak-coupling chain model
In this section we introduce the model we analyzed in our paper [4]. We found that
this model allowed quantum transport with a probability close to one. We consider a
hopping Hamiltonian with nearest-neighbor interaction Ji and an on-site potential hi on
a 1D lattice

Ĥ =
N

∑
i=1

Ji

2

�
ĉ†

i+1ĉi + ĉ†
i ci+1

�
+ hiĉ†

i ĉi , (4.25)

where the ĉ’s represent either fermions or bosons, and open boundary conditions are as-
sumed, ĉN+1 = ĉ†

N+1 = 0. In the subsequent sections, we will assume that the couplings
Ji are all uniform but for the couplings Ji = J0 between the sender (receiver) block and
the wire (see Fig. 4.2). We will also set the coupling within the sender (receiver) block
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and within the wire as our time and energy unit Ji = J = 1. In the present section,
these assumptions are unnecessary for the diagonalisation of the model we are going to
outline.

Figure 4.2: Setup of the excitation transfer protocol. Sender and receiver block, with the
excitations residing in the former, are weakly coupled by J0 at both edges of a wire. Each
part is made up by a 1D lattice described by the Hamiltonian in Eq. 4.25 with Ji = J = 1,
but for J0 � 1, and hi = h.

As a consequence of the U(1) symmetry of the model, the number operator, N̂ =

∑N
i=1 ĉ†

i ĉi, commutes with the Hamiltonian in Eq. 4.25, implying conservation of the total
number of excitations. This allows the dynamics to be addressed in excitation-number
invariant subspaces. Moreover, due to the non-interacting, i.e., quadratic, nature of the
Hamiltonian, single-particle eigenstates are sufficient to investigate the full many-body
dynamics.
The hopping Hamiltonian in Eq. 4.25 in the single-particle sector is diagonalised as

Ĥ =
N

∑
k=1

ωk |φk��φk| ≡
N

∑
k=1

ωkĉ†
k ĉk , (4.26)

where {ωk, |φk� ≡ ĉ†
k |0�} are the eigenvalues and the eigenvectors of the tridiagonal

matrix, A ≡ �i| Ĥ |j� = Ji
2

�
δi,j+1 + δi,j−1

�
+ hiδi,j, describing the single-particle dynamics

in the direct space basis, |i� ≡ ĉi |0�. Here, and in the following, |i� ≡ |00 . . . 1i . . . 00�
represents a state with one excitation sitting on site i. The symbol A has been used to
stress the equivalence between Ĥ(1) and the adjacency matrix used in graph theory [16].
From Eq. 4.26 one obtains that the eigenenergies (eigenvectors) in the n-particle sub-
space are given by the sum (tensor product) of the single-particle eigenenergies (eigen-
vectors). The fermionic or bosonic statistics of the particles determines the size of the
Hilbert space, reading the binomial factor (N

n ) for n fermions on a lattice with N sites
and (N+n−1

N−1 ) for bosons. In the next Section we will write the many-body dynamics in
terms of single-particle transition amplitudes.

4.3.1 | Many-body dynamics
Having sketched in the previous subsection the spectral decomposition of the Hamilto-
nian operator, one is able to express the dynamics of an arbitrary number of excitations
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4.3. The weak-coupling chain model

in the initial state in the chain in terms of single-particle dynamics [26, 28, 104]. We will
however restrict in the following to initial states featuring only one excitation residing
on each of the sender sites, while the wire and the receiver sites are empty. Whereas the
restriction of at most one excitation per site is a necessary conditions if Eq. 4.25 models
spinless fermions, for bosons multiple excitation-occupancy per site would be allowed
initial states. We will not consider the latter initial state conditions also in view of com-
paring the role of the particle statistics in the investigated dynamics. Clearly for bosonic
excitations, the dynamics brings along multiple excitation-occupancy per site.
The transition amplitude for the transfer of ns excitations, residing on the sender sites
{ns} = {s1, s2, . . . , sns}, to the receiver sites r, residing on the receiver sites {nr} =

{r1, r2, . . . , rnr}, can be expressed in terms of the submatrix F{nr}
{ns} (t) of the transition

amplitude matrix F(t), where only the rows (columns) corresponding to the sites in the
block {ns} ({nr}) are taken into account. The transition matrix F(t) itself is built from
single-particle transition amplitudes

f j
i (t) = �j| e−itĤ |i� =

N

∑
k=1

e−iωkt �j| φk��φk |i� =
N

∑
k=1

e−iωktφjkφ∗ki (4.27)

as follows

F(t) =




f 1
1 (t) f 2

1 (t) · · · f N
1 (t)

f 1
2 (t) · · · · · · f N

2 (t)
...

. . .
...

f 1
N(t) · · · f N

N (t)




, (4.28)

where Ĥ is the Hamiltonian in Eq. 4.26 and φk its eigenvectors. Being F unitary,

N

∑
j=1

��� f j
i (t)
���
2
= 1 , ∀i and

N

∑
i=1

��� f j
i (t)
���
2
= 1 , ∀j , (4.29)

embody the normalisation condition for the single-particle transition probability from a
fixed site index i, or to a fixed site index j, as expected by excitation number conserva-
tion.
As depicted in Fig. 4.2, in the presence of the mirror symmetric Hamiltonian in Eq. 4.25,
the eigenvectors of the tridiagonal matrix A are known to be either symmetric or an-
tisymmetric [105]: φkn = (−1)k+1φk,N+1−n, with Ji > 0 and eigenvalues ωk listed in
decreasing order. This yields f j

i (t) = f i
j (t) and f j

i (t) = f N+1−j
N+1−i (t), resulting in both a

persymmetric and centrosymmetric transition matrix F. Clearly, once sender and re-
ceiver blocks (of the same size) are chosen at each edge of the chain, the resulting sub-
matrix will retain only its persymmetry. Furthermore, the effect of a uniform potential
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h on the eigenvalues ωk in Eq. 4.26 equals only to a uniform shift of their values at zero
potential. As a result of the mirror-symmetry, the eigenvalues are symmetric around
their middle value. Thus, one has ω N

2 +i = −ω N
2 +1−i, where i = 1, 2, . . . , N

2 for even
N and ω N+1

2 +i = −ω N+1
2 −i, where i = 0, 1, 2, . . . , N−1

2 for ‘odd N. All these conditions

translate in having f j
i (t) purely real (imaginary) for even (odd) i + j.

In view of the previous results, we now explicitly construct the submatrix F{nr}
{ns} (t) for

an arbitrary number of excitations ns = nr. For ns �= nr, the transition amplitude is
identically null because of the excitation number conserving nature of the Hamiltonian.
Let us assume, without loss of generality, that each of the ns excitations resides on each
site of the lattice at both edges, i.e, {ns} = 1, 2, . . . , ns and {nr} = N + 1− nr, N + 2−
nr, . . . , N, see Fig. 4.2. Dropping henceforth the time-dependence, the relevant subma-
trix, F{nr}

{ns} of F, is obtained by selecting the first ns rows and the last nr column,

F{nr}
{ns} =




f N+1−nr
1 (t) f N+2−nr

1 (t) · · · f N
1 (t)

f N+1−nr
2 (t) · · · · · · f N

2 (t)
...

. . .
...

f N+1−nr
ns (t) · · · f N

ns
(t)




. (4.30)

Finally, the transition probability for ns excitations initially on the sender block to be
retrieved on the receiver block is obtained from the square modulus of the determinant
and the permanent of F{nr}

{ns} for fermions and bosons, respectively [106]. In the deter-
minant (permanent) expansion, each term represents an allowed many-body transition
amplitude channel - in the form of a product of one-body transition amplitudes from a
sender to a receiver site. Hence, the square modulus accounts for interference among
all these channels.
It is interesting to stress that, although in general

���det(F{nr}
{ns} )

���
2
�=
���perm(F{nr}

{ns} )
���
2
, equal-

ity is retrieved whenever all non-vanishing terms in the determinant have the same sig-
nature. This results, as we will show in the following, that at specific times -including
when maxt

�
F{nr}
{ns}

�
is achieved- the transition probability of ns excitations between the

edges of the chain is independent of its fermionic or bosonic nature.
In order to relax a bit the notation, hereafter we will label the nr receiver sites start-
ing from the edge, nr = 1, 2, . . . , ns. This allows to highlight the persymmetry of the
submatrix F{nr}

{ns}

F{nr}
{ns} =




f ns
1 (t) f ns−1

1 (t) · · · f 1
1 (t)

f ns
2 (t) · · · · · · f 1

2 (t)
...

. . .
...

f ns
ns (t) · · · f 1

ns
(t)




, (4.31)
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which now translates in f j
i (t) = f i

j (t). As a consequence, there are only ns(ns+1)
2 distinct

transition amplitudes in the submatrix in Eq. 4.31. Still, finding the conditions by which
the transition probability approaches one is a formidable task. A determinant (perma-
nent) of a ns-dimensional square matrix is made up of a sum of ns! terms, each given by
a product of ns transition amplitudes, of which, at most, � ns

2 � terms are equal because
of persymmetry, with �•� being the ceiling function. Therefore, at least � ns

2 � transition
amplitudes have to reach one at the same time. Notice also that both det

�
F{nr}
{ns}

�
and

perm
�

F{nr}
{ns}

�
are purely real (imaginary) for odd (even) lengths of the chain. Because

F{nr}
{ns} is a corner submatrix of Eq. 4.28, it‘ is not unitary, but

���F{nr}
{ns} Fnr

†

ns

���
ij
≤ 1 and

∑
j∈{nr}

��� f j
i (t)
���
2
≤ 1 , ∀i ∈ {ns} and ∑

i∈{ns}

��� f j
i (t)
���
2
≤ 1 , ∀j ∈ {nr} , (4.32)

hold as a consequence of the particle-number conservation.

In this work, we derive the conditions for which the transition probability, both for
fermions and bosons, approaches one by weakly coupling the sender and receiver block
to the wire. We dub this dynamical regime perturbative transfer. Notice that the trans-
fer becomes perfect, i.e., det

�
F{nr}
{ns}

� �
perm

�
F{nr}
{ns}

��
→ 1 in the limit J0 → 0, which,

however, implies also infinite transfer time. In the following we set J0 = 0.01, although
we checked that perturbative transfer does not depend on the specific value of J0 insofar
the weak-coupling condition J0 � J = 1 is satisfied.

4.3.2 | Perturbative transfer

Perturbative couplings have been used in several settings, from quantum-state trans-
fer to entanglement generation. However, previous works focused mainly on one-
excitation transfer [107–109], with some exceptions dealing with two-excitation trans-
fer [27, 28, 110]. The case of n > 2 excitation transfer has not yet been addressed in
the perturbative regime. Let us first recap a few results for the one- and two-excitation
perturbative transfer which will be useful to describe the relevant dynamical features
taking place also for ns > 2.

For one-excitation transfer, the bosonic or fermionic nature of the particle does not play
any role, as there is no statistics involved and the transfer amplitude, is given by Eq. 4.27.
Because of the perturbative coupling, only the two (three) eigenvectors, lying in the
middle of the single-particle spectrum, have non-negligible overlap with the initial and
final state, see Fig. 4.3. This reduces the transition probability to
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sender receiverwire

Energy

chain sender receiverwire

Energy

chain

Figure 4.3: Single-particle energy spectrum of the chain, composed by one sender, one
receiver, and a wire of even and odd length nw, respectively, left and right panel. In both
cases, the energy levels, before and after the coupling is switched on, are shown. Notice
that, for an even length of the wire (left panel) no resonances occur between the sender
(receiver) eigenenergy and the ones of the wire, at variance with the case of an odd
length of the wire (right panel). As a consequence, for nw even, two quasi-degenerate
eigenenergies, whose eigenstates are localised on the sender and receiver site, enter in
Eq. 4.27. For nw odd, instead, a wire energy eigenstate is resonant with the sender
(receiver) energy and three quasi-degenerate eigenstates enter the dynamics depicted
by Eq. 4.27. This yields, in the latter case, a non-zero probability for the excitation to be
found in the wire. The green line highlights the quasi-degenerate states.

��� f N
1 (t)

���
2
=





����∑
N
2 +1

k= N
2

e−iωktφNkφ∗k1

����
2

=

����
���φ N

2 1

���
2
(1− cos ωet)

����
2

for N odd

����∑
N+1

2 +1
k= N+1

2 −1
e−iωktφNkφ∗k1

����
2

=

����2i
���φ N+1

2 −1,1

���
2

sin ωot
���� for N even

,

(4.33)

where, for even N, ωe =
E N

2 +1
−E N

2
2 ∼ J2

0 and φ N
2 ,1 � 1√

2
, and, for odd N, ωe =

E N+1
2
−E N+1

2 −1

2 ∼ J0, and
���φ N+1

2 −1,1

��� � 1√
2

only for N � 1. The approximate values for
these coefficients can be obtained by a simple procedure, which we illustrate below for
even N. When J0 = 0, the sender and the receiver each have one eigenenergy state in
the single-excitation sector with energy E = h, that |1� and |N�, respectively. In the
presence of a perturbative coupling, J0 � 1, the degeneracy between the sender and
the receiver eigenstate is broken and, in the single-particle sector, the eigenstates are
|Ψ±� � 1√

2
(|1�± |N�), because of mirror-symmetry. From Eqs. 4.33, we see that exci-

tation transfer can be achieved with a probability perturbatively close to one. A similar
procedure yields perturbative transfer of one excitation also for odd N. The main differ-
ence between the two cases lies in the fact that, for even N, there are no resonances be-
tween the sender (receiver) and the wire single-particle energy states, whereas, for odd
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N such a resonance occurs, see Fig. 4.3. Consequently, in the former case the energy
splitting is a second-order perturbative effect, whereas, in the latter, it is a first-order
one. This translates in shorter transfer times for the odd-length wire.

The characteristic feature of 1-excitation transfer in Eqs. 4.33 is the presence of a single
frequency, which gives rise to Rabi-like oscillations of the excitation between the pair of
two-level systems embodied by the sender and the receiver qubit. For n = 1 excitation
transfer, this is a direct consequence of the weak-coupling which couples perturbatively
only two (three) single-particle levels. On the other hand, for n > 1, there will be more
levels entering the dynamics (the precise number will be given in the next subsection)
and, therefore, more frequencies enter the sum of the transition amplitude in Eq. 4.27.
As a consequence, Rabi-like oscillations are much harder to achieve. Nevertheless, if one
of the frequencies is much smaller than every other, then it will dominate the dynam-
ics, i.e., it will form the envelop of the transition amplitude in Eq. 4.27 and, therefore,
unit probability is achievable in a Rabi-like dynamical scenario. Such a scenario is here
defined as perturbative transfer. Let us also specify that here we are referring to per-
turbative transfer of excitations, that is, having the determinant (permanent) of Eq. 4.31
equal to one. Although every physical quantity in quadratic models can be expressed in
terms of single-particle amplitude, perturbative transfer of excitations does not neces-
sarily imply perturbative transfer of, say, an arbitrary quantum state. Nevertheless, as
we will see in Sec. 4.5, perturbative transfer of excitations implies perturbative transfer
of energy and magnetisation, for instance.

4.3.3 | Resonances in sender-wire-receiver system
In order to determine the number of eigenstates giving a non-negligible contribution to
the transition amplitude in Eq. 4.27, it is necessary to identify which states of the sender
(receiver) block exhibit resonances with the wire’s eigenstates. In the weak-coupling
regime, this identifies different lengths of the wire giving rise to resonances between its
eigenenergies and those of the sender (receiver) block.

As mentioned in the previous subsection, for an excitation sitting initially on the first
site, |1�, only two or three terms are relevant in the wave packet in Eq. 4.27, depending
whether N is even or odd, respectively [107]. In the former case there are only two eigen-
vectors |φk� of the system having a non-negligible overlap with sites 1 and N, whilst in
the latter they amount to three. This can be deduced by considering the number of reso-
nant energy levels of the uncoupled system, sender, receiver, and wire. For J0 = 0, there
is only one single-particle energy eigenstate for the sender and the receiver, respectively,
with energy E = h. The energy spectrum of the wire is given by Ek = h + cos kπ

nw+1 [111].
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Therefore, in order to have degeneracy between the sender (receiver) and the wire, N
has to be odd as the condition cos kπ

nw+1 = 0 has to hold. When J0 is switched on in
the weak-coupling limit, J0 � 1, the degeneracy is lifted by δ. For even N, it becomes
a second-order perturbation effect, and the energy splitting is O(J2

0), whereas, for odd
N, the effect is of first order yielding an energy splitting O(J0). Being the transfer time
τ ∝ δ−1, perturbative transfer in odd-length chains is faster than in even-length ones.
Now we consider the case of ns = nr > 1. In order to have resonant energy levels with
the wire, made of nw sites, the following condition has to hold

kπ

ns + 1
=

qπ

nw + 1
, k = 1, .., ns and q = 1, .., nw . (4.34)

which, when put in the following form

q =
nw + 1
ns + 1

k , (4.35)

shows that whenever two length of wire, nw and mw are congruent modulo ns + 1, i.e.,
nw ≡ mw (mod (ns + 1)), the two wires share the same number of resonant modes
with the sender. As a consequence, different lengths of wire nw, but belonging to the
same equivalence class, will exhibit similar dynamical behaviour, in particular, with
respect to perturbative excitation transfer. To find the number of resonant modes nres,
one has to solve Eq. 4.35 for each integer p in the least residue system mod (ns + 1), i.e.,
p = 0, 1, . . . , ns. It turns out that the mode q of the wire is resonant with the mode k of
the sender for

q =
m (ns + 1) + p + 1

ns + 1
k =

�
m +

p + 1
ns + 1

�
k , (4.36)

where m is an integer and the length of the wire is nw = m (ns + 1) + p.
A few instances, relevant in the following, will be analysed. For p = 0, hence a wire of
length nw = m (ns + 1), Eq. 4.36 reads

q = mk +
1

ns + 1
k . (4.37)

This equation never holds as k < ns + 1 and therefore no resonances are present between
the wire and the sender for arbitrary ns. For p = 1 and nw = m (ns + 1) + 1, one gets

q = mk +
2

ns + 1
k , (4.38)

which is satisfied only for ns odd and brings about resonance between the mode k =
ns+1

2 and q = nw−1
2 + 1 of the sender block and the wire, respectively. Furthermore,
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ns 1 2 3 4

nw 2l 2l + 1 3l 3l + 1 3l + 2 4l 4l + 1 4l + 2 4l + 3 5l 5l + 1 5l + 2 5l + 3 5l + 4

nres 0 1 0 0 2 0 1 0 3 0 0 0 0 4

Figure 4.4: Table showing the number of resonances between the sender and the wire
nres for ns senders up to 4 and a wire of length nw, with l = 0, 1, 2, . . ..

because of the reflection symmetry of the energy spectrum of both systems, this is
the only resonance present. Finally, we consider the case p = ns, corresponding to
nw = m (ns + 1) + ns. Eq. 4.36 becomes q = (m + 1) k, meaning that each sender energy
eigenstate is resonant with one eigenstate of the wire. This is the maximum number
of resonances in the system as the energy levels of the uncoupled blocks in Fig. 4.2 are
non-degenerate.
Following such a procedure for each p we build the table in Fig. 4.4 for an arbitrary
number of senders ns.

4.4 | Many-body dynamics
Now, before dealing with the case ns > 2, we first discuss some of the results obtained in
Ref. [27] for the case of two-excitation transfer. Our previous discussion about the per-
turbation order of the sender-wire resonances immediately explains the reason wires of
length nw = 3l + 2 perform perturbative quantum-state transfer in a faster time than
wires of length nw �= 3l + 2. Indeed, the former case exhibits first-order perturba-
tion correction to the three-fold quasi-degenerate energy eigenstates relevant to Eq. 4.27,
whereas, in the latter case, the first correction to the two-fold quasi-degenerate eigen-
states is of second-order. For the details about the transfer time and the perturbative
expansions we refer the reader to Ref. [27], and for the generation of entangled states
between the sender and receiver block to Ref. [110].
Here we highlight the fact that the bosonic or fermionic nature of the excitations plays
a key role in the dynamics because of the different dimensions of the Hilbert space of
the Hamiltonian in Eq. 4.25 due to their different statistics. Indeed, as for fermions the
receiver’s Fock space is made up of a single state in the two-particle sector, namely
|11�, for bosons, in addition to the latter, also the states |02� and |20� build up the Fock
space. Consequently, the transition probability between the states |12� and |N−1 N� for
fermions and bosons are not equivalent at all times. Nevertheless, the fermionic transi-
tion amplitude envelops the bosonic one, with the two bosons exploring the receiver’s
Hilbert space on a time scale J, see Fig. 4.5. It is worthwhile to anticipate that such
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Figure 4.5: The transition probability of two excitations from sender sites {ns} = 1, 2 to
receiver sites {nr} = N− 1, N for fermions and bosons, respectively. Excitations bounce
back and forth between the sender and the receiver block via a Rabi-like dynamics,
where the green curve is for fermions and constitutes the envelop of the blue curve for
bosons. The inset shows the dynamics in a interval of around unit transfer probability
for fermions, highlighting the boson dynamics on a time scale of order of J. The length
of the chain is N = 45.

a difference of their respective transition probabilities does not have consequences on
several observables, such as the average excitation number on each site, as we will show
in Sec. 4.5.

4.4.1 | Equivalence between bosonic and fermionic perturbative ex-
citations transfer

As can be seen from Fig 4.5, the two-fermion transition probability is the envelop for the
bosonic one. As a consequence, perturbative transfer is achieved at the same time for
both classes of particles. This is a general feature of the model and can be explained by
means of perturbation theory.

In the weak-coupling limit, and in the absence of resonances with the wire, we can
approximate the perturbed eigenstates having non-zero overlap with the sender and the
receiver sites as the symmetric and antisymmetric linear combination of the degenerate
single-particle eigenstates of the sender and the receiver block

|Ψk�sr =
1√
2

��
2

ns + 1

ns

∑
l=1

sin
kπl

ns + 1
|l�±

�
2

ns + 1

ns

∑
l=1

sin
kπl

ns + 1
|N + 1− l�

�
. (4.39)
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It turns out that the transition amplitude in Eq. 4.27 is bounded by

max
t

��� f j
i (t)
��� = max

t

�����
N

∑
k=1

e−iωktφjkφ∗ki

����� ≤
N

∑
k=1

��φjkφ∗ki
�� = 2

ns + 1 ∑
k∈{ns}

����sin
kπ j

ns + 1
sin

kπi
ns + 1

���� .

(4.40)

The last term on the RHS of Eq. 4.40 is equal to one only for i + j = ns + 1 and i = j.
This translates in a submatrix F{nr}

{ns} (Eq. 4.31) which can, at most, have unit single-
particle amplitudes either on the main diagonal or on the skew-diagonal, respectively.
Although, the determinant (permanent) of F{nr}

{ns} may become one also due the contri-
bution of many terms in their respective expansion, it is highly improbable that such
a fully constructive interference between wavepackets f j

i (t), for arbitrary i and j, will
take place, especially in the presence of many frequencies entering the dynamics. As
a result, also in view of the normalisation condition in Eq. 4.29, perturbative transfer
is most likely to occur when all the terms either on the main, or on the skew-diagonal,
will reach unit single-particle transition amplitude. It is now immediate to realise that
perturbative transfer for an arbitrary number of excitations is independent from their
bosonic or fermionic nature as the signature of the determinant of Eq. 4.31 does not play
any role.

4.4.2 | Heuristic approach to PP transfer
The result in Eq. 4.40 and the resonance conditions derived in Sec. 4.3.3 allow us also to
give a rule of thumb as to whether perturbative excitation transfer is achievable for an
arbitrary number of excitations ns in a wire of given length nw by means of the protocol
of Fig. 4.2. Building on the argument for one-particle transfer the single-particle tran-
sition amplitudes entering the submatrix in Eq. 4.30 are given by Eq. 4.27, where only
resonant modes have to be kept.
Let us consider the case where j = N + 1− i, i.e., mirror-symmetric sites in the sender
and receiver block, respectively, corresponding to the elements on the diagonal of the
matrix in Eq. 4.31. In the absence of resonant modes with the wire, Eq. 4.27 reads

f j
i (t) =

2ns

∑
k=1

e−iωktφjkφ∗ki =
2ns

∑
k=1

φjkφ∗ki

�
e−iδkt − eiδkt

�
e−iωkt (4.41)

=
ns

∑
k=1

φjkφ∗ki

�
e−iδkt − eiδkt

� �
e−iωkt + eiωkt

�
= −i

ns

∑
k=1

φikφ∗ki
4

sin δkt cos ωkt ,

where in the last line, without loss of generality, we have considered an instance of
even i + j and mirror-symmetry of the energy spectrum has been exploited. The transi-
tion amplitude is hence given by a wavepacket of ns travelling waves, each given by a
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product of harmonic functions, being sines or cosines depending on nw, ns, and k. The
specific form of the harmonic function of ωk not being relevant, we notice that the fre-
quencies entering the functions satisfy δk � ωk, as the energy shift of the k-th energy
level is negligible with respect to its unperturbed value. As a consequence, sin δkt shapes
up the envelop of k-th wave of f j

i (t). Therefore it is straightforward to conclude that,
in order to have f j

i (t) = 1 at some specific time t = τ, the δk’s should be all commen-
surate, which is a hard condition to fulfill, or only one δ∗k should be much smaller than
all the others. The latter condition defines the rule of thumb for perturbative excitation
transfer:

∃! δk � δq , (4.42)

where the δ’s are the energy shifts of the corresponding energy levels entering Eq. 4.41.
Eq. 4.42 states that if in the wavepacket of Eq. 4.41 there is only one energy being cor-
rected at a higher order in perturbation theory, perturbative excitation transfer is at-
tainable. Indeed, being n-excitation transfer achievable by the product of the single-
particle transfer on the (skew) diagonal, each evolving with the same eigenenergies as
in Eq. 4.41, the transfer time is given by τ � π

2δ∗k
.

An identical argument applies in the presence of resonances with the wire where the
single-particle transition amplitude reads

f j
i (t) =

2ns+nw

∑
k=1

e−iωktφjkφ∗ki (4.43)

and the energy shifts δk are evaluated taking into account the triple quasi-degenerate
nature of the energy level(s).

4.4.3 | 3- and 4-excitation perturbative transfer
Let us now address the case of ns > 2. For three fermionic excitations, in order to have
perturbative transfer

|Fr
s |2 =

�������

f N−2
1 f N−1

1 f N
1

f N−2
2 f N−1

2 f N−1
1

f N−2
3 f N−2

2 f N−2
1

�������

2

� 1 , (4.44)

where, without ambiguity, we have labeled by s and r the sender and receiver sites,
respectively. According to the arguments in the previous sections, we analyze the con-
tribution of the main diagonal to the determinant, with similar arguments holding for
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the skew diagonal contribution,

|Fr
s |2 =

����
�

f N−2
1

�2
f N−1
2

����
2

. (4.45)

For the case of nw = 4n + 1, the single-particle transition amplitude in Eq. 4.27 now
reads

f j
i (t) =

7

∑
k=1

e−iωktφjkφ∗ki . (4.46)

From Fig. 4.4 we notice that two double quasi-degenerate and one triple quasi-degenerate
eigenstates have non-negligible overlap with the sender and receiver sites. As the for-
mer degeneracy is resolved at second-order in perturbation theory, and the latter at
first-order, this implies that, for J0 → 0, we may expect the rule of thumb in Eq. 4.42 to
hold as 2nd-order energy shifts are O(J2

0) wheareas 1st-order shifts are O(J0).
Indeed, we see that perturbative transfer is ruled by the following term

|Fr
s (t)| �

��sin2 ω−76t
��2 , (4.47)

where ω−76 = E7−E6
2 is the 2nd-order perturbation energy shift of the double quasi-

degenerate energy eigenstate. The positions of E6 and E7 of Eq. 4.26 in the single-
particle energy spectrum of the chain, ordered in increasing values, are given by k =

�N+1
2 cos−1 1√

2
� − 1 and �N+1

2 cos−1 1√
2
� − 2, respectively.

Concerning the other lengths of wire nw in Fig. 4.4, for ns = 3, we notice that they all
have exclusively 1st- or 2nd-order perturbation energy corrections. By the rule of thumb
in Eq. 4.42, we do not expect perturbative transfer, being all the energy shifts of the same
order of magnitude for a given nw. In addition, we show that also non-perturbative
transfer does not occur, being the energy shifts incommensurate.
Let us first analyse the non-resonant cases in Fig. 4.4 nw = 4l, 4l + 2. As only six
eigenstates take part in the dynamics, the single particle transition amplitude between
a sender and a receiver site reduces to

f j
i (t) =

6

∑
k=1

e−iωktφjkφ∗ki . (4.48)

From the perturbative expansion of Eq. 4.39, the envelop of the transition amplitude in
Eq. 4.48 can be written as

|Fr
s (t)| =

�����
1
4

�
sin E4t + sin

E6 − E5

2
t
�2

sin
E6 − E5

2
t

����� , (4.49)
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where E4 is given by the energy level labeled by k = N
2 + 1, E6 and E5 by k = �N+1

2 cos−1 1√
2
�

and �N+1
2 cos−1 1√

2
�+ 1, respectively. From Eq. 4.49, it is evident that, in order to achieve

transfer of 3 excitations, E4 and E6 − E5 have to be commensurate. This implies that




E4t = (4n+1)π
2

E6−E5
2 t = (4m+1)π

2

and





E4t = (4n+3)π
2

E6−E5
2 t = (4m+3)π

2

, (4.50)

have to hold with n and m integers, in order to have the oscillatory functions in Eq. 4.49
be 1 or -1 at the same time. Hence, one of the two following conditions has to be fulfilled

E6 − E5

2E4
=

4m + 1
4n + 1

and
E6 − E5

2E4
=

4m + 3
4n + 3

. (4.51)

The impossibility of the transfer arises because, for J0 → 0, we find numerically that the
energy ratio E6−E5

2E4
→ 1

2 . Therefore, Eqs. 4.51 can not be fulfilled by any integer pair n
and m, as can be readily seen from the fact that they can be cast into

8m = 4n− 1 and 8m = 4n− 3 , (4.52)

respectively. The same argument about incommensurability of the eigenfrequencies en-
tering Eq. 4.48 applies for wires of length nw = 4n + 3. Notice that, in the latter case,
according to Fig. 4.4 there are 3 sets of triple quasi-degenerate eigenstates, all coming
from 1st-order perturbation expansion. Nevertheless the same argument applies as the
ratio of the energy shifts is found numerically to be 1

2 for J0 → 0.
Notice that, as we are reporting a limiting procedure, there may be instances of J0 where
the ratio becomes quasi-commensurate, and after a very large amount of time a transfer
probability close to one may be achieved. Such fortuitous cases, however, are not the
topic of our investigation, as we are considering the conditions to be fulfilled in order
to achieve perturbative transfer in the generic limit of weak coupling instead of some
specific values of J0, which may eventually be a set of zero measure and hence extremely
sensible to disorder.
To summarise, we have found that for ns = 3 excitations, placed at one edge of a wire of
length nw and in the weak-coupling limit J0 → 0, perturbative transfer is achievable only
for nw = 4l + 1 where the unique 2nd-order perturbation eigenenergy correction deter-
mines the transfer time. Other equivalence classes of the wire’s length do not achieve
unit transfer of three excitations because all the energy shifts belong to the same pertur-
bation order and commensurability between frequencies is not achieved. In Fig. 4.6 we
depict the results only for the case of successful perturbative transfer.
Let us now address the case of ns = 4. From Fig. 4.4 we see that all energy shifts, for a
given nw, are of the same order in perturbation theory, either 1st-order for nw = 5l + 4 or
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4.4. Many-body dynamics

Figure 4.6: Transition probability for the transfer of three excitations from sites 1, 2, 3 to
sites N − 2, N − 1, N for a chain length of N = 47 in a time interval of t ∈ [0, 160000/J].
The blue (green) line shows the exact dynamics for bosons (fermions), whilst the red
dotted line is the envelop of the three-particle transition as calculated in Equation (4.47).
In the inset, a zoom around the time of perturbative transfer is shown.

2nd-order in all the other case. Therefore, at variance with the case ns = 3, the condition
for perturbative excitation transfer given by Eq. 4.42 is not satisfied. Nevertheless, there
are lengths of the wire nw exhibiting successful ns = 4 excitation transfer, whereas other
lengths do not. The reason, as we will show, can be traced back to the fact that for some
length of wires nw, the energy splitting at 2nd-order in perturbation theory is almost one
order of magnitude lower for some energy levels than it is for others. Let us analyse
first the successful case.
For nw = 5l + 2, the perturbated eigenstates are located at position k = �N+1

π cos−1
√

5+1
4 �−

1 and k = �N+1
π cos−1

√
5+1
4 � for the higher energy state, and k = �N+1

π cos−1
�√

5−1
4

�
�

and k = �N+1
π cos−1

�√
5−1
4

�
�+ 1 for the lower one. By numerical evaluation, we obtain

that the ratio ω−78 to ω−56 goes to 0.14, for J0 � 1 and irrespective of l. The same situation
occurs for nw = 5l + 1. In these cases ns = 4 excitation transfer occurs, although it is
not ruled by a single frequency and hence, according to our definition, is is not pertur-
bative excitation transfer. Indeed, in order to determine the transfer time, one has to
find the maximum of two-single particle transition amplitudes entering the 4 excitation
transition probability between the edges of the chain,

|Fr
s |2 =

����
�

f N−3
1

�2 �
f N−2
2

�2
����
2

. (4.53)

The fact that one energy shift is almost one order of magnitude lower than the other
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4.5. Applications of many-body perturbative transfer

entering the dynamics allows one to determine the order of magnitude of the transfer
time as given by τ = π

2ω−78
. In Fig. 4.7 a comparison of the latter with the exact numerical

result for excitation transfer is shown in panel d. On the other hand, for nw = 5l, 5l +
3, 5l + 4, one has ω−56 � ω−78, with the ratio going to 0.38. perturbative transfer does not
occur and also non-perturbative transfer has not been found for several instances within
time intervals related to the inverse of the energy splits. Clearly, this does not mean
that the excitations may not be transferred at a certain time, being only two frequencies
involved and occasional instances of commensurability may occur between the energy
shifts, but this would hardly be robust against the length of wire and perturbations of
J0.

Finally, we present an unified scenario for the shortest transfer time achievable via per-
turbative transfer for ns = 1, 2, 3 excitations in the sender block in Fig. 4.7. We have also
added the case ns = 4 to highlight its qualitatively similar behaviour to perturbative
transfer. Here we assume that the sender and receiver are connected by a wire able to
transfer from one to four excitations by weakly coupling the respective blocks to the
end to the wire. In order to have a wire able to perform such a task, its length nw has
to fall in all the equivalence classes allowing perturbative transfer for ns = 1, 2, 3 and
quasi-perturbative transfer for ns = 4. Whereas nw can be arbitrary for ns = 1, 2, for
ns = 3, 4, the length of the wire has to be nw = 4l + 1 and nw = 5l + 1 or nw = 5l + 2,
respectively. This yields to wires length of nw = 20l + 1 and nw = 20l + 17, respectively.
In Fig. 4.7, we report the transfer times for the former case, noticing its linear increase
with the wire’s length for ns = 2, 3, 4. On the other hand, for ns = 1, the increase is
√

nw as the frequency involved in the perturbative transfer is derived from resolving
the degeneracy via first-order perturbation theory, as shown for odd N in Sec. 4.3.2.

4.5 | Applications of many-body perturbative transfer

In the previous sections, we have shown that perturbative transfer of n excitations is
possible between the edges of a quantum wire. Now we analyse some cases where
perturbative transfer is applied to the transport of relevant physical quantities, such as
magnetisation and energy, highlighting first the invariance with respect to the fermionic
or bosonic nature of the excitations.
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Figure 4.7: Transfer times τ for ns = 1, 2, 3, 4 excitations in wires of different length nw
fulfilling the (quasi) perturbative condition for all considered ns. Notice that, whilst for
ns = 1 the transfer time increases as

√
nw because the relevant frequency is obtained

by first-order perturbation theory, in all other cases the slowest frequency is given by
second-order perturbation theory, yielding thus a linear increase with nw. In the lower
right panel, for ns = 4, the blue curve is the exact numeric transfer time, whereas the
red one reports τ = π

ω−78
. Both follow a linear increase, although with different slope.

4.5.1 | Equivalence of fermionic and bosonic observable’s dynam-
ics

An arbitrary one-body observable in second quantisation is given by

Ô = ∑
nm

anmĉ†
nĉm + h.c. , (4.54)

where the ĉ’s are bosonic or fermionic operators acting on site n and m. Expressing
average of the observable’s dynamics in Heisenberg representation, where Ĥ is given
by Eq. 4.25 yields

�
Ô(t)

�
= ∑

nm
anm ∑

kq
φknφ∗qmei(Ek−Eq)t

�
ĉ†

k ĉq

�
. (4.55)

As the single-particle spectrum of the Hamiltonian in Eq. 4.25 is identical both for
fermions and bosons, the only difference between the dynamics of an observable on
a fermionic or bosonic many-body system that can possibly arise has to come from the
average on the initial state of the operators on the RHS of Eq. 4.55.
In our setting the initial state is given by one or zero excitations per site

|Ψ(0)� = ∏
i={ns}

ĉ†
i |0� , (4.56)
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which is also the only initial state that fermions and bosons can have in common. Eval-
uating the average on the RHS of Eq. 4.55 on this initial state reads

�0| ĉ1ĉ2 . . . ĉns ĉ
†
k ĉqĉ†

ns
. . . ĉ†

2 ĉ†
1 |0� . (4.57)

Expressing all operators in the position basis reads

∑
ij

φkiφ
∗
qj �0| ĉ1ĉ2 . . . ĉns ĉ

†
i ĉj ĉ†

ns
. . . ĉ†

2 ĉ†
1 |0� . (4.58)

By using Wick’s theorem, we notice that the non-zero fully-contracted terms are those
having an even number of permutations. As a consequence, the dynamics of an arbi-
trary one-body observable, such as in Eq. 4.55, is independent of the bosonic or fermionic
nature of the excitations. For instance, the average number of particles on a lattice site,
�n̂(t)� =

�
ĉ†

n(t)ĉn(t)
�

is the same whether the Hamiltonian in Eq. 4.25 refers to bosons
or fermions, notwithstanding Pauli’s exclusion principle holds for fermions whereas
bosons allow for multiple occupation.
It is easy to show that the same holds for n-body observables of the form

Ô = ∑
nmijrs...

αnm...ĉ†
nĉmĉ†

i ĉj ĉ†
r ĉs · · ·+ h.c. , (4.59)

when the average is evaluated on an initial state of the form of Eq. 4.56 and the dynamics
is ruled by a quadratic Hamiltonian such as in Eq. 4.25. A relevant example of a 2-body
observable of the form of Eq. 4.59 independent from the statistics of the excitations is
the density-density fluctuations

�
n̂i(t)n̂j(t)

�
.

4.5.2 | Magnetisation transport
As it is well known, the Hamiltonian in Eq. 4.25 models also a 1D spin- 1

2 chain with
isotropic interactions on the XY plane, i.e.,

Ĥ =
N

∑
i

Ji
�
Ŝx

i Ŝx
i+1 + Ŝy

i Ŝy
i+1

�
+ hiŜz

i (4.60)

when the standard Jordan-Wigner transformation is carried out [112]. Because of the
Jordan-Wigner mapping, the (fermionic) Hamiltonian in Eq. 4.25 can model an XX spin-
1
2 open chain, where the average total magnetisation (along the z-direction) of a set of

spins residing on sites {i} is given by
�
Ŝz� = ∑{i}

�
Ŝz

i
�
= ∑{i}

2�ĉ†
i ĉi�−1

2 . As a conse-
quence, the magnetisation of the receiver block evolves as

�
Ŝz
{r}(t)

�
= ∑

{r}

�
ĉ†

r (t)ĉr(t)
�
− nr

2
, (4.61)
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Figure 4.8: Average magnetisation of the receiver block, Eq. 4.62, for ns = 3 in a chain
of N = 47. Notice that the occupation number entering Eq. 4.61 oscillates between two
and three on a timescale much larger than the transition probability reported in Fig. 4.6

where the average is evaluated over the initial state having all the spins in the sender
block flipped. In the Heisenberg picture and using Wick’s theorem, it is possible to
express the receiver’s block magnetisation as a function of single-particle transition am-
plitudes f j

i (t):

�
Ŝz
{r}(t)

�
= ∑

i={s}
∑

j={r}
| f j

i |2 −
nr

2
≡ ||Fr

s (t)||2F −
nr

2
, (4.62)

where || • ||F is the Frobenius matrix norm and Fr
s (t) is the submatrix defined in Eq. 4.31.

The result for ns = 3 is shown in Fig. 4.8. Notice that, although the transition probability
oscillates, for bosons, between 0 and 1 on a timescale of J in the the corresponding sce-
nario in Fig. 4.6, the average number of bosons on the receiver block varies only between
2 and 3. Therefore, on a large time interval, with respect to J, around the transfer time τ

at least two excitations out of three are located on the receiver block irrespective of their
bosonic of fermionic nature. Indeed, the dynamics of the occupation number �n̂i(t)�
of site i entering Eq. 4.61 is identical for bosons and fermions, as by the argument of
Sec. 4.5.1. As an example, let us consider the case ns = 2. Although the dynamics of
the transition probability differs, as reported in Fig. 4.5, the subspace spanned by the
two photons in the receiver block is composed by {|11� , 1√

2
(|02�± |20�)}, which are all

states having the same �n̂i(t)�.
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4.5.3 | Energy transport
The transfer of energy from one spatial location to another has always been a central
topic in physics. Recently, a lot of attention has been devoted to the so-called quantum
batteries, i.e., quantum devices able to store energy and release it upon demand at spe-
cific times [113–116]. Devising a protocol to extract the maximum amount of energy
from a charged battery, establishing a bound on its amount, and stabilising the battery’s
charge has been addressed in several works [117–121]. Another line of research is em-
bodied by the investigation of the charging protocol of a quantum battery [122–124],
and, apart from a few instances [125], mainly non-interacting systems embodying the
quantum battery have been considered.
Our work can be immediately rephrased in terms of a charging protocol of a many-body
quantum battery. Dubbing the sender block as charger, the receiver block as battery and
the wire as a quantum cable connecting the charger to the battery, a natural set-up for
charging a quantum battery is represented by Fig. 4.2.
Nevertheless, in order to reinterpret the excitations dynamics in Sec. 4.3 as a charging
protocol, a few precautions are in place. As shown in Ref. [124], the charging protocol
should involve a time-dependent Hamiltonian

Ĥ(t) = Ĥ0 + λ(t)Ĥ1 (4.63)

where Ĥ0 = ĤC + Ĥw + ĤB, are the time-independent Hamiltonians of the charger, the
wire, and the battery, respectively. Ĥ1 is the Hamiltonian connecting the charger (bat-
tery) to the wire and λ(t) is the coupling constant responsible for switching on and off
the interaction between the charger (battery) and the wire when the charging protocol
starts and ends. Generally, it is assumed that λ(t) is given by a step-function having a
value of 1 for t ∈ [0, τ] and 0 otherwise. Because of that time dependence, energy may
not be conserved and there could be some switching energy δEsw injected or extracted
from the system during the protocol. This can be evaluated [124] by

δEsw(τ) = tr
�
Ĥ1 (ρ(0)− ρ(τ))

�
, (4.64)

where ρ is the density matrix of the full system. By definition of the switching energy
in Eq. 4.64, for

�
Ĥ0, Ĥ1

�
= 0, one has δEsw(τ) = 0. However, this is not the case for

our model, since the commutator does not vanish. Nevertheless, evaluating Eq. 4.64,
we obtain a zero switching energy due to the mirror-symmetry of our model. The two
terms entering Eq. 4.64 are equivalent to

tr
�
Ĥ1ρ(0)

�
= �Ψ(0)| ĉ†

nC
ĉw1 + ĉ†

nw
ĉ1B + h.c. |Ψ(0)� , (4.65a)

tr
�
Ĥ1ρ(τ)

�
= �Ψ(0)| ĉ†

nC
(τ)ĉw1(τ) + ĉ†

nw
(τ)ĉ1B(τ) + h.c. |Ψ(0)� , (4.65b)
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where the last equation is written in the Heisenberg representation. Eq. 4.65a is iden-
tically null because of the choice of the initial state of our system, whereas, expressing
Eq. 4.65b in terms of single-particle transition amplitudes, results in

tr
�
Ĥ1ρ(τ)

�
= ∑

n∈{nC}

�
( f nC

n )∗ f 1w
n + ( f nw

n )∗ f 1B
n + c.c.

�
, (4.66)

with c.c. denoting complex conjugation. The above expression is identically null as each
( f i

n)
∗ f i+1

n results to be purely imaginary according to the conditions outlined in Sec. 4.3.1
for mirror-symmetric matrices.
As a consequence, the figures of merit for the charging protocol of a quantum many-
body system via a quantum wire, are those reported in Ref. [124]. The mean energy
stored in the battery and the mean storing power are, respectively,

EB(τ) = tr[HBρB(τ)] , Ps(τ) =
EB(τ)

τ
. (4.67)

Other useful quantities are the maximum energy stored and the maximum power,

Ēs(τ) ≡ max
τ

[Es(τ)] ≡ E(τ̄) , P̃s(τ) ≡ max
τ

[Ps(τ)] (4.68)

and their corresponding optimal charging times,

τ̄ ≡ min
E(τ̄)=Ēs(τ)

[τ] , τ̃ ≡ min
P(τ̃)=P̃s(τ)

[τ] . (4.69)

Lastly, the charging power obtained at maximum energy is defined as,

P̄s(τ) ≡
Ēs(τ)

τ
, (4.70)

which is generally different from the maximum power because the times at which maxi-
mum energy and maximum power are achieved, τ̄ and τ̃ respectively, may not coincide.
In this subsection we choose h > 1, so that the charger state with all spin aligned in the
positive z-direction is the highest energy eigenstate of ĤB, with energy nBh

2 . Applying
the same magnetic field h to the rest of the system, wire and battery, allows us to use
the formalism of Sec. 4.3 to evaluate the above figures of merit, as a uniform magnetic
field in Eq. 4.25 implies only an uniform shift by h of all single-particle eigenenergies,
with the eigenvectors remaining unchanged. Such a uniform shift brings along only an
irrelevant overall phase factor in the dynamics as it amounts to adding a constant to the
Hamiltonian in Eq. 4.25.
Interestingly, only the one-body terms in ĤB contribute to the mean energy EB(τ) in
Eq. 4.67. This can be immediately seen as, at time τ, the density matrix of the bat-
tery ρB(τ) represents the state with all the spins flipped as perturbative transfer has
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Figure 4.9: Energy and charging power for a battery made out of 4 qubits nB = 4, left
and right panel, respectively. The dotted line in the left panel corresponds to the transfer
of the four excitations from the sender to the receiver. The orange line is the contribution
of the one-body term in ĤB, whereas the green line that of the two-body term. In the
right panel, the black dotted line is the time at which the maximum power is achieved,
whereas the blue dotted line is the time at which the maximum energy is stored in the
battery, Eq. (4.70). The corresponding energy stored in the battery is reported in the left
figure by the same lines. The color of the curve Ps(τ) indicates the amount of energy
stored in the battery at that time. The length of the wire is 32, for a total length of the
chain of 40.

occurred. In addition, it results also that the energy due to the inter-spin interaction
term is vanishing at all times, as a result of the following equation

EI ≡ ∑
i∈{nB}

1
2

�
ĉ†

i+1ĉi + h.c.
�
= ∑

i∈{nB}
n∈{nC}

�
( f i

n)
∗ f i+1

n + c.c.
�

, (4.71)

again because of the conditions on f j
i (t) for mirror-symmetric matrices, as already de-

rived for the switching energy δEsw.
This allows us immediately to use our results to confirm that all the charger’s energy is
transferred to the battery and, remarkably, no energy is stored in two-body correlations
at any time. This has several advantages: on the one hand, only single-qubit opera-
tion are necessary to extract the energy from the many-body battery and, on the other
hand, the nB spins embodying the battery can be split in independent, non-interacting
partitions without any loss of the initially stored energy.
An instance of the charging process of a quantum many-body battery is shown in Fig. 4.9
for the case of ns = 4. Notice that the power at maximum energy as by Eq. (4.70) is
obtained at a considerably larger time than the maximum power, Eq. (4.68).
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4.6 | Three qubit entanglement
Having derived in the previous section 4.3 the tools to obtain the receiver three qubit
density matrix, in this section we will overview a few results about multipartite entan-
glement we will use to tackle the multipartite entanglement transfer problem.
Whereas two qubit entanglement criteria for an arbitrary density matrix have been de-
rived [126] and entanglement monotones have a closed expression [127], for the en-
tanglement shared among three qubits the scenario is much more complex, and, for
arbitrary mixed states no closed expression of an entanglement measure is known.
One of the difficulties in characterizing the entanglement shared among three qubits is
the existence of six different SLOCC (stochastic local operations and classical commu-
nication) classes for pure states: the GHZ- and W-class for genuinely entangled states,
three classes are composed by a two-qubit Bell state and single qubit state embodying
the bi-separable states with respect to each possible partition, and, finally, a product
state of three qubits representing the fully separable state [128].
This classification has been extended to mixed states [129] giving rise to a hierarchy of
entanglement where local POVMs can transform states only from a higher to a lower
class, whereas each class is invariant under SLOCC, see Fig.4.6 for the schematic struc-
ture. However, while pure states that are biseparable with respect to each partition are
also fully separable, the same does not hold for mixed states because of the existence of
PPT entangled states.
For three qubits a pure state is called fully separable if it can be written in the form

|Ψ f s� = |ψ1� |ψ2� |ψ3� (4.72)

and a mixed state belongs to the fully separable class S if it can be written as a convex
combination of fully separable pure states

|ρ f s� = ∑
i

pi |Ψ f s��Ψ f s| . (4.73)

A pure bi-separable state, belonging to the class B, is defined as being separable under
one, or more, bi-partitions, {1|23, 12|3, 13|2}, as, e.g., in

|Ψbs� = |ψ12� |ψ3� , (4.74)

with qubits 1 and 2 possibly entangled. Consequently, a bi-separable mixed state reads

|ρbs� = ∑
i

pi |Ψbs��Ψbs| . (4.75)
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Figure 4.10: Schematic diagram of the classification of three qubit states: S fully separa-
ble, B bi-separable, W and GHZ non-separable.

If a mixed state can not be written as in Eqs. 4.73 or 4.75, it contains genuine multipartite
entanglement, which can be of the W or of the GHZ-type. It holds that S ⊂ B ⊂ W ⊂
GHZ [129].
In order to determine to which SLOCC class a three qubit pure state belongs, one can
rely on the three-tangle τ [130] and the concurrence C. The GHZ class contains states
with τ > 0, whereas states in the W class have τ = 0 but finite C(12), C(13), and C(23);
bi-separable states have only one of the above concurrences different from zero, and,
finally, for fully separable states both τ and all C(ij) vanish. This classification extends
to mixed states by considering the classes in its pure state decomposition and using the
convex roof extension of a corresponding pure state entanglement measure: for GHZ-
type entanglement τ is finite, for W-type entanglement τ = 0 but the concurrence of
genuine multipartite entanglement [131] is finite; whereas, for bi-separability, the square
root of the global entanglement [132] is finite, and both the three-tangle and concurrence
of genuine multipartite entanglement are zero. Finally, for states in the fully separable
class, all entanglement measures vanish.
Generally, convex roof extensions of pure state entanglement measures are difficult to
calculate as they involve an optimisation over an infinite number of convex decompo-
sitions into pure states of a mixed state. Although efficient numerical algorithms have
been developed for several multipartite entanglement measures, see, e.g.,Ref. [133], for
full rank density matrices there is no efficient algorithm available to date.
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An alternative to entanglement measures is given by entanglement witnesses (EW) [134].
An EW is an hermitian operator W such that Tr [Wρ] ≥ 0 on all states ρ not belonging
to the entanglement class the EW aims at detecting. As such, W is a witness in the sense
it constitutes a sufficient, but not necessary criterion for detecting entanglement. For
the GHZ-class several witnesses have been devised and their decomposition into local
projective measurements have allowed to detect experimentally genuine multipartite
entanglement [135].
In our analysis of the transfer of multipartite entanglement, we will use the entangle-
ment witnesses of Ref. [129]

W =
1
2

1− |GHZ��GHZ| . (4.76)

One has Tr [Wρ] > 0 on every biseparable state of Eq. 4.75, for − 1
4 < Tr [Wρ] < 0

the state ρ can belong either to the W or the GHZ-class, while only states belonging to
the GHZ class have − 1

2 < Tr [Wρ] < − 1
4 . For states belonging to the W \ B class, the

following witness can be used WW = 2
3 1− |W��W|.

In Ref. [136] a semidefinite programming (SDP) approach has been put forward in or-
der to detect multipartite entanglement, although without distinguishing between the
GHZ- and the W-type entanglement. Using convex optimisation technique, one is able
to solve, for an arbitrary multipartite state ρ, the minimization problem

min Tr [Wρ] , (4.77)

where W is a fully decomposable witness with respect to every bipartition of the mul-
tipartite system. Interestingly, (the negative of) Eq. 4.77 is also a multipartite entan-
glement monotone and can hence be used to quantify genuine multipartite entangle-
ment [137].
Apart from entanglement witnesses, the quantification of entanglement in a three qubit
mixed state via the tangle τ is possible only in a few specific low-rank cases [138]. How-
ever, bipartite entanglement measures can be used on multipartite states by considering
every possible partitions [139], and we will use in the following the tripartite negativity
NABC proposed in Ref. [140]:

N(3) = 3
�

NA|BC NAB|C NAC|B (4.78)

where NX|YZ is the negativity [141]

NX|YZ =
∑i |λ|− 1

2
, (4.79)
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with λ being the eigenvalues of the partial transpose of ρXYZ with respect to the subsys-
tem X. However, due to the Peres-Horodecki criterion [126, 142], for dimensions higher
than 2x2 and 2x3, NX|YZ > 0 constitutes a sufficient, but not necessary condition for
bipartite entanglement between the partitions X and YZ. Notice that N(3) (ρ) > 0 is a
sufficient condition for distillability of a GHZ state from ρ [143].

Finally, let us also report for completeness, the concurrence between two qubits i and j,
C(ij), [127]. Because all the two-qubit density matrices ρ(ij) are of X-type, with a single
non-zero off-diagonal element, the concurrence reduces to [144]

C(ij) = 2 max
�

0,
���ρ(ij)12

���−
�

ρ
(ij)
00 ρ

(ij)
33

�
. (4.80)

4.6.1 | Entanglement transfer

Let us now finally illustrate the main results of this work: the transfer of multipartite en-
tanglement via perturbative couplings between a sender and a receiver block connected
by a quantum wire. As we are interested only in the receiver block, we renumber, for
the sake of readability, the spins therein contained n = 1, 2, 3, starting from the edge.
In Fig. 4.6.1 we report the results for two entanglement witnesses, respectively given by
Eq. 4.76 and Eq. 4.77, the tripartite negativity N(3), Eq. 4.79, and the concurrence C(13),
Eq 4.80, between qubit 1 and 3 for a chain of length N = 19 and J0 = 0.01 both on a time
scale of T and �T. Being the concurrence between neighboring qubits C(12) = C(23) = 0,
and the witness WW detecting W-class states positive at all times when evaluated on
the receiver density matrix, Tr [Wρr] > 0, we argue that no W-entanglement is present
at any time in the receiver spins.

Whereas the witness based on the fidelity with a GHZ state, Eq. 4.76, detects genuine
multipartite entanglement at finite time-intervals, the witness in Eq. 4.77 detects gen-
uine multipartite entanglement at any time but for discrete time points. The latter co-
incide with the times when the tripartite negativity N(3) vanishes. There are regions
where the witness− 1

4 < Tr [W⊂] < 0, hence the tripartite entanglement could be either
GHZ or W-type. However, the fact that C(12) = C(23) = 0 is an indication that ρ belongs
to the GHZ-class. The same holds for the regions where the multipartite entanglement
monotone derived Eq. 4.77 gives a non-zero value.

We also observe that both N(3) and −Tr [Wρ] oscillate with period �T, becoming vanish-
ingly small when the concurrence between qubit 1 and 3 reaches its maximum value,
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Figure 4.11: Witness W , Eq 4.76, (blue dotted line) and W, Eq. 4.77, (black dotted
line); tripartite negativity N(3), Eq. 4.78, (orange dotted line), and concurrence between
qubit 1 and 3, C(13), Eq 4.80, (blue line) on a time scale of T = 2π

ω−76
(upper panel) and a

few �T = 2π
ω5

(lower panel) around the maximum of the fidelity given by τ = T
2 (green

vertical line). The horizontal red line is set at − 1
4 to detect GHZ-class entanglement

via the witness W . Notice that, around t = τ, C(13) and N(3) are oscillating in phase
opposition.

C(13) = 1
2 . At these points t∗ in time, the density matrix of the receiver block reads

ρ(t∗) � 1
2
|000��000|+ 1

2

� |110� − |011�√
2

�� �110|− �011|√
2

�
(4.81)

=
1
2
|0A0C��0A0C|⊗ |0B��0B|

+
1
2

� |1A0C� − |0A1C�√
2

�� �1A0C|− �0A1C|√
2

�
⊗ |1B��1B| ,

which is a biseparable state under the partition AC|B. Therefore, we can conclude that
these are the only (isolated) points in time where the state does not have any genuinely
multipartite entanglement. Clearly, the reason for these oscillations is that one of the
excitations is travelling with frequency ω5 back and forth between the sender and the
receiver block through the quantum wire exploiting the 1st-order triplet.
Analysing the short-time behaviour, we notice that qubits 1 and 3 get entangled with
C(13) = 1

2 already on a time-scale of �T, whereas the tripartite negativity N(3), as well as
the entanglement monotone −Tr [Wρ], is very small, Fig. 4.6.1. The reason still being
the presence of the 1st-order triplet, entering the transition amplitudes f j

i with i = 1, 3
and j = N−2, N. Whereas, in order to have finite genuinely tripartite entanglement one
needs a finite probability to find three excitations on the receiver block, thus involving
the two 2nd-order doublets, which is the only term entering the transition amplitude.
In Fig. 4.6.1 we test our protocol for increasing values of J0 and report a good transfer
of genuine multipartite entanglement to the sender block in the weak-couling regime,
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Figure 4.12: (left panel) Maximum tripartite negativity N(3), Eq. 4.78, blue dots, and
witness W, Eq. 4.77, red square, as a function of the coupling J0 for a chain of length
N = 23. (right panel) Time τ at which the maximum are achieved vs J0 for the same
parameters as in the left panel. Notice how the two entanglement monotones change
outside the weak-coupling regime. Similarly, around the same values, the power law
τ ∼ J−2

0 , obtained from 2nd-order perturbation theory in Ref. [4], starts to fail. Lines are
for guiding the eyes.

Figure 4.13: Short-time behaviour of the concurrence C(13), Eq 4.80, (left panel) and of
the tripartite negativity N(3), Eq. 4.78 (right panel). Notice that, at variance with the
time scale of T, on a times scale of the order of �T, the two entanglement quantifiers are
oscillating in phase.

say up to J0 � 0.1, after which a quick decay of the quality of the transfer is observed.
Similarly, the transfer time τ at which the maximum is obtained follows τ ∝ J−2

0 in the
perturbative regime, before breaking down after J0 � 0.1.

Let us also add that C(13)
# = C(13) = 1

2 , where C(13)
# is the concurrence of assistance [145],
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evaluated by

C(ij)
# =

4

∑
n=1

�
λn , (4.82)

where λn are the eigenvalues of the matrix R = ρ (σ̂y ⊗ σ̂y) ρ∗ (σ̂y ⊗ σ̂y). This quan-
tity is the maximum entanglement achievable between two qubits by means of LOCC
operations on the complementary qubits, that is the sender and the wire qubits.

4.7 | Summary
In this chapter we have introduced quantum transport. We have seen the Green func-
tion formalism, which a provides a useful tool for the calculation of the transported
quantities along the physical medium. Here, we focused on the 1D-chain described by
the tight-binding Hamiltonian (4.25). We showed in Sec. 4.3 that adjusting the hopping
strength between the sites of the chain we can control the transfer of excitations be-
tween the two edges of the chain and regardless of the statistical nature of the particles,
we were able to obtain high fidelity transfer. Furthermore we used the same model to
transfer entanglement. Remarkably, one can use the perturbatively-perfect transfer to
gain a little amount of entanglement between the sites of the receiver and make use of
entanglement purification protocols for applications in quantum information technol-
ogy.
Here, the 1D model was used for introducing the subject, and even though no optome-
chanics appears in this Chapter, we can use the same tools for analyzing the transfer of
excitations in arrays of optmoechanical cavities, as described for example in Chapter 2.
However, we should notice that the system here presented shows Rabi-like oscillations
for which the particles and the physical quantities of interest, keep on going back and
forth on the chain. This behavior can be annoying, for example in a quantum battery, as
it would require the user to switch off the connection exactly when the charging reaches
the maximum. For this reason, a metamaterial with nonreciprocal behavior could be
preferred for some applications and it could also prevent the back-propagation stem-
ming from disorder in the system. In the next Chapter we will introduce topological
insulators, metamaterials with the property of allowing nonreciprocal transport. We
will introduce the mathematics that explains the physics and apply it on an array of
optomechanical cavities.
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5

Topological insulators in
Optomechanics

5.1 | Introduction
Topological insulators are one of the wonders of modern physics. They are materials
where the topology of the Brillouin zone of the bulk Hamiltonian gives information on
a finite size sample. Furthermore they are explained with a new kind of phase tran-
sition, called quantum phase transition, which are distinct from the ones described by
the Landau theory. For instance, it does not depend on an order parameter, but it ac-
counts for an abrupt change in the topological properties of the Hamiltonian. Moreover
topological insulators find a very precious application for they allow back scattering im-
mune propagation. Let’s consider two materials with relative permittivity ε1 > 0 and
ε2 < 0 respectively and a surface plan wave e±ikx propagating on the interface between
the two materials, with x being the direction parallel to the interface. The dispersion
relation is [146]

k =
ω

c

�
ε1ε2

ε1 + ε2
, (5.1)

where ω is the wave frequency and the permittivity is a function of it, ε1,2 = ε1,2(ω).
If we consider, for instance, the Drude model [146], we have ε(ω) = 1− ω2

p/ω2, with
ωp being the plasma frequency. The substitution of this relation in Eq. (5.1) leads to a
reciprocal dispersion relation, ω(k) = ω(−k). This means that for a given frequency we
have both forward and backward propagating waves.
Whenever a wave propagating on the surface of this material encounters a discontinuity
it undergoes through a partial reflection for the material allows the two directions of
propagation.

83



5.1. Introduction

Figure 5.1: a. Dispersion of reciprocal SPP. Upper-left insert shows SPP power flow ex-
cited by a vertical dipole source near a step change in height at the interface between a
reciprocal medium (below) and a different reciprocal medium (above), b. nonreciprocal
SPP; shaded region depicts frequency range of uni-directional propagation. Upper-right
insert is the same as upper-left insert, except that the lower medium is now non- recip-
rocal and we operate in the gap, ensuring one-way propagation, figure from [147].

However, if the material doesn’t allow the counter-propagating wave for a certain fre-
quency, the reflection will not occur. Upon the encountering of a discontinuity the wave
will tour around it and continue its propagation without any losses. This condition
comes from a non reciprocal dispersion relation and leads the wave propagation to be
back-scattering immune. An example is shown in Fig. 5.1, where surface plasmon po-
laritons (SPP), a kind of electromagnetic wave circulating at the interface between two
media [147], propagates in material with nonreciprocal dispersion relations.
One class of materials that allows this behavior is called topological insulator (TI). The
TIs cannot be adiabatically transformed into a normal insulator, for this reason we say
the two kinds are topologically distinct. In the next chapters we will give a formula-
tion of the adiabatic theorem and a short introduction about topology and its role in
solid state physics. In particular we will focus on 2D materials with broken time rever-
sal symmetry, also called Chern insulators. Those are specific materials characterized
by a topological invariant, the Chern number, related to the concepts of Berry phase
and Berry curvature. After introducing these concepts we will apply them to a specific
model in optomechanics, that is the focus of this thesis. But first we will do an historical
journey of the physical phenomena that pushed into the discovery of those subject. In
the next section we introduce the classical and quantum Hall effects.
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5.2 | The classical Hall effect
The Hall effect played an important role in classical electromagnetism for the discovery
the electrons are the carriers of the charge. If we take a conductor and move it per-
pendicularly to a magnetic field, the combination of the current and the Lorentz force
induced by the magnetic field generates eventually, at equilibrium, an electric potential
VH, whose sign depends on the sign of the charge carriers. This effect is called classical
Hall effect and VH is called the Hall potential. Moreover the calculations allow us to
get interesting insights about the conductivity and resistivity of the material in the two
plane directions.
Let’s take a particle of mass m and charge −e constrained to move on a plane (x, y)
with velocity v̄ = (ẋ, ẏ, 0). The particle is subject to a magnetic field B̄ = (0, 0, B) per-
pendicular to the plane in direction z as shown in the figure. The equation of motion
is

m
dv̄
dt

= −ev̄ × B, (5.2)

whose solution is

x(t) = xc − r sin(ωBt + φ) (5.3a)

y(t) = yc + r cos(ωBt + φ). (5.3b)

Hence, the particle is constrained to move in a circle of center (xc, yc), radius r and phase
φ depending on the initial conditions. We also defined the cyclotron frequency ωB. We
now consider a slightly more complicate model, the Drude model, where we add to the
system and electric field Ē and a linear friction term with coefficient η. The equation of
motion becomes

m
dv̄
dt

= −eĒ− ev̄ × B̄− ηv̄. (5.4)

At equilibrium, the l.h.s. of the equation of motion can be set to zero, and after defining
the current density J̄ = −nev̄, with n being the charge carriers density, we get, in matrix
notation,

�
1 mωB/η

−mωB/η 1

�
J̄ =

e2n
η

Ē. (5.5)

The relation above corresponds to the Ohm’s law J̄ = σĒ of classical electromagnetism,
with σ being the conductivity of the material. In this case σ represents a matrix with
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different the diagonal and offdiagonal terms. This difference is the source of the Hall
effect, since in a finite material VH is given by the off diagonal terms.

5.3 | The Quantum Hall effect
In 1980 V. Klitzing [148] performed experiments on a 2-dimensional electron gas subject
to a strong perpendicular magnetic field B and measured the electron hall conductance
σ. With very surprise, for a large value of the magnetic field, the electron conductance
doesn’t change linearly with the magnetic field intensity, as expected for the classical
Hall effect. For the observations of Klitzing, for which he was awarded the Nobel prize
in 1985, the Hall conductance, after an initial linear behavior, reaches plateaus where it
remains constant. After increasing the magnetic field it performs a jump into another
plateau with higher value of σxx (see Fig. 5.2). The behavior of the conductivity in the
other direction σxy is opposite, it is zero while it abruptly changes its value in corre-
spondence of the jumps of σxx. Furthermore the hall conductivity is given by an integer
times the ratio between two fundamental quantities: the electronic charge e and the
Planck constant h,

σxx = ν
e
h

, with ν ∈ N. (5.6)

The center of the plateaus is given by the relation B = ne
ν Φ0, where ne is the electron

density and Φ0 is the quantum flux. In fact it represents the flux of the magnetic field
in the x − y plane. This relations is true only when ν is an integer. This integer is the
number of filled Landau levels, which we are going to discuss in the next section.

5.3.1 | The Landau problem

The Landau problem studies the dynamics of a charged particle constrained to move on
the plane x− y subject to a magnetic field perpendicular to the plane B = (0, 0, B). The
interaction between the particle and the magnetic field can be treated with the minimal
coupling Hamiltonian

H =
1

2m

�
p− qA

�2

, (5.7)

where m is the mass of the particle, q the charge and A is the vector potential, such that
B = ∇×A. We remember that A is not univocally defined since it has gauge freedom. A
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Figure 5.2: The Hall conductivities σxx, σxy in direction x and y respectively as a func-
tion of the inverse applied magnetic field B−1. The conductivity σxx runs onto plateaus
which have the integer values in unit of e2/h. The conductivity σxy is null, but in corre-
spondence of the jumps of σxx.

gauge transformation of A leads the dynamics to be unchanged. We can indeed modify
the vector potential A with the transformation

A → A +∇ f , (5.8)

where f is a scalar function of the coordinates. We take a suitable choice for A to simplify
the calculation. We consider the Landau gauge, s.t.

A =




0
Bx
0


 , (5.9)

for which the Hamiltonian becomes:

H =
p2

x
2m

+
1

2m

�
py − qBx

�2

. (5.10)
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p is the canonical momentum operator. We will see in this problem the difference be-
tween canonical and mechanical momentum. The canonical momentum is in quantum
mechanics the generator of the translations and obeys the canonical commutation rela-
tions [xi, pj] = iδij h̄ with i, j labeling different directions. On the other hand, the mechan-
ical momentum, here we call it π, comes from Newton’s second law and it is defined
by the relation π = mẋ. We will use these two concepts in the resolution of the energy
spectrum.
We first notice that the dynamics is gauge invariant. In this gauge the momentum in the
y direction py commutes with the Hamiltonian, so we are able to find the eigenvalues
of this operator and of the Hamiltonian simultaneously. We call ωB = qB

m the cyclotron
frequency and we write Eq. (5.10) as:

H =
p2

x
2m

+
1
2

mω2
B

�
x− py

mωB

�2

, (5.11)

which we can recognize as the quantum harmonic oscillator shifted by a displacement
py

mωB
. We define the magnetic length xl =

�
h̄

qB . It is the characteristic scale of quantum
effects for a particle of charge q in a magnetic field B. With this definition the displace-
ment assumes the value x2

l py
h̄ . Following the standard algebraic procedure we can find

the spectrum of the harmonic oscillator. We define two new operators πx = px and
πy = py − qBx which are also the mechanical momenta in the two directions since they
satisfy the relation π = mẋ. We can now define the raising and lowering ladder opera-
tors a, a† as

a =
1�

2qh̄B
(πx − iπy), a† =

1�
2qh̄B

(πx + iπy), (5.12)

that satisfy the canonical commutation relation [a, a†] = 1. The Hamiltonian becomes
the standard one

H = h̄ωB

�
a†a +

1
2

�
. (5.13)

Even though the definition of the ladder operators is not quite canonical, as it involves
the two directions of the mechanical momentum, the energy spectrum is the harmonic
oscillator one, with

En = h̄ωB

�
n +

1
2

�
, n = 0, 1 . . . , (5.14)

where n labels the Landau levels. If we take Eq. (5.10) we notice it has translational
invariance in the y direction. For this reason we can find an ansatz of the form

Ψpy(x, y) = e
i
h̄ pyyψpy(x), (5.15)
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where we have a separable variable solution with a plane wave on the y direction that
multiplies the function ψpy(x). The latter can be identified with the Hermite wavefunc-
tions of the harmonic oscillator.

ψpy = Hn

�
x +

py

h̄
x2

l

�
exp

�
− (x− py

h̄ x2
l )

2

2x2
l

�
, (5.16)

where Hn is the properly normalized Hermite polynomial.

We see that the state Ψpy(x, y) presents a large degeneracy given by the momentum py.
In order to calculate the degeneracy we need to take a finite size sample with lengths
Lx, Ly in the x and y directions respectively. Given the finite size of the sample the
momentum py is quantized in units of 2πh̄/Ly. In the x direction the number of states is
given by consideration of the wavefunction ψpy(x). We can indeed argue it is localized
around the displacement x2

l py/h̄ with 0 ≤ x ≤ Lx. If we define the area A = LxLy we
get

N =
Ly

2π

� 0

−Lx/x2
l

dpy =
qBA
2πh̄

=
AB
Φ0

(5.17)

states available, where Φ0 is the quantum of flux defined in the previous section.

5.3.2 | The Symmetric Gauge

We want here to repeat the calculations under a different choice of gauge and see what
changes and what remains invariant. We already know we expect the dynamics to be
the same, but we also expect to have a different definition for the canonical momen-
tum. We will show here that considering a different gauge can have more than a merely
pedagogical purpose. We analyze the symmetric gauge, defined as

A =
1
2



−By
Bx
0


 . (5.18)

With respect to the Landau gauge, the symmetric gauge loses the translational invari-
ance in favor of rotational symmetry.

The mechanical momentum is, as before, π− = p− qA. We can define a new operator
π+ = p + qA that differs from the mechanical momentum only for the plus sign. This
operator is however very useful since for this particular gauge choice it commutes with
both the mechanical momentum and the Hamiltonian (5.7).
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We can define a new ladder operators b, b† defined in complete analogy with the opera-
tors a, a† in Eq. (5.12)

b =
1�

2qh̄B
(π+

x − iπ+
y ), b† =

1�
2qh̄B

(π+
x + iπ+

y ). (5.19)

Together with the operators a, a†, these new ladder operators can be used to build the
whole Hilbert state. We can associate each state with the the two eigenvalues n, m of the
simil-number operators a†a, b†b, such that

|n, m� = a†nb†m
√

n!m!
|0, 0�. (5.20)

In this expression the energy depends on the eigenvalue n, as in Eq. (5.14), whereas m
accounts for the degeneracy.
Now we have a phenomenological description of the integer quantum Hall effect. Up
to this section we have been able to describe the quantized behavior of the conductivity
of a 2d material in the two directions, when this is subject to a perpendicular magnetic
field. Furthermore we have been able to derive the quantized nature of the energetic
levels and its quantum degeneracy. However we are still missing of an explanation
for the connection among the two phenomena. In order to get this we need to recall
the adiabatic theorem and the historical path that led to the discovery of topological
insulators, which is the subject of this chapter.

5.4 | The adiabatic theorem
In this section we deal with the dynamics of a quantum state subject to a slowly varying
Hamiltonian. This system has been treated since the dawn of quantum mechanics. The
results are mainly based on the famous adiabatic theorem, originally addressed by Born
and Fock in 1928 [149], which states that a physical system remains in its instantaneous
eigenstate if a given perturbation is acting on it slowly enough and if there is a gap
between the eigenvalue and the rest of the Hamiltonian’s spectrum.
The original version of the theorem, then generalized by Kato in 1956, already involves
many features of quantum mechanics. When we apply a time-independent Hamiltonian
to a state |Ψ(t)� we can obtain the time-independent Schrödinger equation

H |Ψ(t)� = ∑
n

cn |n� e−
i
h̄ Ent, (5.21)

where |n� and En are respectively the eigenvectors and eigenvalues of the Hamilto-
nian H. The coefficients cn are complex numbers with the normalization condition that
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∑ |cn|2 = 1. The time-independent Eq. (5.21) is a stationary equation. If the state is in the
n-th state at t = 0 it will remain in the same state, for any future time t, just picking up a
phase −Ent/h̄, called dynamical phase. It is called dynamical phase because it depends
on the temporal evolution of the system.
In the adiabatic theorem we consider instead a slow-varying time dependent Hamil-
tonian H(t) and the orthonormal set of instantaneous eigenstates {|n(t)�}. Now the
eigenvalue equation is time-dependent. For the nth state it reads

H(t) |n(t)� = En(t) |n(t)� , (5.22)

whose general solution can be expressed as

|Ψ(t)� = ∑
n

cn(t) |n(t)� eiθn(t), (5.23)

where the term θn(t) = − 1
h̄

� t
t0

En(t�)dt� is the dynamical phase we already met in the
time independent case. We can substitute this solution in the differential Schrödinger
equation

ih̄H |Ψ(t)� = d
dt

|Ψ(t)� (5.24)

and obtain a differential equation for the coefficients

ċn = −cn�n(t)|
d
dt

n(t)� − ∑
m �=n

cm
�n| dH

dt |m�
Em − En

e−i(θn−θm). (5.25)

Now we consider the derivative of the Hamiltonian dH
dt to be extremely small so that we

can neglect the last term in Eq. (5.25). This procedure is the adiabatic approximation.
It is the important approximation we apply for deriving the adiabatic theorem. In this
case we are able to solve the differential equation and obtain

cn(t) = cn(t0) exp
�
−
� t

t0

�n(t�)| d
dt

n(t)�dt�
�
= cn(t0)eiγn . (5.26)

The adiabatic theorem states that if the Hamiltonian is slowly varying the system will
remain in its instantaneous eigenstate just picking up a phase θn(t) + γn. The latter is
called geometric phase and as opposed to the dynamical phase it does not depend on
the temporal evolution itself, but rather on the geometric path traveled by the state.
The geometric phase appears as a result of the adiabatic theorem and it is known since
almost one century. However, in the early stage of quantum mechanics this phase had
been totally ignored. The reason is that we can get rid of it by just applying a gauge
transformation. We will see in the next section the importance of this extra phase.
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5.5 | The geometric phase
The geometric phase γn , defined through Eq. (5.26), can be neglected just with a gauge
transformation. We may define a new eigenvector

|ñ(t)� = eiγn |n(t)� (5.27)

for which the solution of the Schrödinger equation does not involve the geometric factor.
It may seem there is no way we can, or should, take into account the geometric phase.
However, there are some occasions when it is of major importance. For example, if we
consider a cyclic evolution, the geometric phase γn depends on the geometry of the
traveled path. In a cyclic path, the geometric phase is gauge invariant. We can show
it considering a parameter dependent state |Ψ� = |Ψ(R)� and a parameter dependent
Hamiltonian H = H(R(t)), with R being a vector taking values in the parameter space
P . Thus, we can think the temporal evolution as the curve

C : t → R(t) (5.28)

defined in the parameter space. The cyclicity of the Hamiltonian after a period T can be
seen as a closed curve C, such that R(0) = R(T). If the period T is large enough we can
apply the adiabatic approximation and obtain the solution (5.26).
For the sake of simplicity we consider the initial state Eq. (5.23) to be in one of the
instantaneous eigenstates of the Hamiltonian, |n(R(t))�. Therefore, Eq. (5.23) becomes

|Ψ(T)� = exp
�
− i

h̄

� T

0
dtEn(R(t))

�
exp(iγn(T)) |n(R(0))� . (5.29)

Two things are important in this equation. The first is that γn is not a function of the
velocity Ṙ, but it rather depends on the endpoint T of the curve C. This also marks the
difference with the dynamical phase. The particular parametrization of the curve C is
no longer an important variable. The time T accounts only for the reaching of the final
state in R(T). The second is that γn(T) �= γn(0). Thus, we can write

d
dt

|n(R(t))� = Ṙ · |∇Rn(R)� . (5.30)

We then substitute Eq. (5.29) in the Schrödinger Equation (5.24). The geometric phase
after a cycle C takes the value:

γn(C) = i
�

C
�n(R)|∇Rn(R)� · dR

= −Im
�

C
�n(R)|∇Rn(R)� · dR, (5.31)
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where the last line comes from the normalization condition on |n(R)�. In fact it is easy
to see that An = �n|∇Rn� is purely imaginary. We call An the Berry connection of the
n-th eigenstate. Moreover, if we constrain to a three dimensional parameter space P ,
we see that we can exploit the Strokes theorem and write the integral in Eq. (5.31) as an
integral over the surface F enclosed by the curve C:

γn(C) =
�

F
∇× An · dS

=
�

F
Bn · dS, (5.32)

and Bn is called the Berry curvature of the nth eigenstate. Note that the Berry curvature
Bn is gauge invariant. Each ith component of the Berry connection can indeed be gauge
transformed by a parameter dependent phase α = α(R) as

Ãi
n = Ai

n − ∂iα. (5.33)

For the curl of the gradient is identically zero we get the gauge invariance of Bn

Bn = ∇× An = ∇× Ãn (5.34)

Eq. (5.32) also proves the gauge invariance of the geometric phase
In the following we derive a compact expression for Bn. We exploit the identity

∇(H |n�) = (∇H) |n�+ H |∇n�
= En |∇n� , (5.35)

and the definitions of An, Bn = ∇× An to write:

Bn = −Im ∑
m �=n

�n|∇H|m�× �m|∇H|n�
(En − Em)2 . (5.36)

Equation (5.36) shows explicitely that Bn is single valued and does not depend on the
particular choice of phase for |n(R)�, as opposed to An. This ensures γn(C) to be single
valued as well.
It is worth to notice also the surprising similarity between these quantities and the elec-
tromagnetic vector potential Ā (that have gauge-dependent values) and the magnetic
field B̄ = ∇ × Ā with gauge independent value. Actually we can say the vector po-
tential is the Berry connection of electromagnetism. In the following section we will
go deeper and give a relation between any gauge theory and the corresponding Berry
connection. This will be done borrowing concepts from quantum field theory and dif-
ferential geometry.
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The gauge dependence of the vector potential has often given to the physicists the idea
that only the fields are physical, whereas the potentials are just abstract mathematical
concepts. The geometric phase, i.e. the integral of the gauge field along the curve,
acquired by the system after a closed loop has instead an observable physical effect and
it is the basis to understand the Aharanov-Bohm effect [150].

The notion of geometric phase had found many applications in physics both in classical
and quantum mechanics, since the only requirements is the existance of an Hermitian
Hamiltonian describing the dynamics. Also these concepts find applications in quan-
tum mechanics for any statistics, with both bosonic and fermionic particles.

5.5.1 | A geometric approach to the Berry phase
In order to give a geometric description of the Berry phase we would need a bunch of
concepts taken from differential geometry. Such concepts regard differentiable mani-
folds, one and two forms, and many other concepts related to tensor calculus. Even
though the subject is very interesting and finds several application in physics, going
through it would be beyond the purpose of this thesis and we refer to [151] for nice
explanations. Here we just give a brief introduction and promptly go into the subject.

Our framework is a differentiable manifold M. This object can be described by a chart

φ : U ⊂M→ V ⊂ Rn, (5.37)

which enables us to represent a subset U ⊆ M in an Euclidean space V ⊂ Rn. Hence,
every point x of the manifold is actually represented by a set of coordinates given by the
image of the chart φ(x) ∈ Rn. Thus, a point x ∈M can be written as

φ(x) = (x1, . . . , xn). (5.38)

On each point x, we can define the tangent space TxM. We define a vector v ∈ TxM
as a functional that obeys the Liebniz rule. The differential geometry community is
used to denote v = viei where the vi are the coordinates of the vector and ei are the basis
vectors. The latter is often written ∂i for we can prove the basis acts as a derivative. Here
we make use of the Einstein notation where repeated indexes are summed together.

Furthermore we can define the dual space T ∗x M of the tangent space TxM. An element
w of the dual space can be written as wiei, where wi are the coordinates and ei is the basis
element. This is also denoted as dxi and has a strong analogy with the differential used
in the integral calculus. In fact an element of the dual space T ∗x M is called a differential
form, or a 1-form.
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The basis {∂i} and its dual {dxi} satisfy the scalar product relation

�dxi, ∂j� = δi
j and �w, v� = wivi. (5.39)

An element of the form z = zijdxidxj is called a 2-form. It consists in the tensor product
of two 1-forms. We can define a p-form as

H =
1
p!

Hi1...ip dxi1 dxip . (5.40)

The differentials are antisymmetric, i.e. dxidxj = −dxjdxi. For analogy, let us notice that
in integral calculus dxdy represents a patch of a surface. We can imagine that the order
of dxi and dxj gives the direction of the little area.

Moreover, we define the differential operator d as the operator that takes a p-form and
return a p + 1-form

dH =
1
p!

∂jHi1...ip dxjdxi1 dxip . (5.41)

Thus, the 1-form w becomes

dw = ∂iwjdxidxj =
1
2
(∂iwj − ∂jwi)dxidxj. (5.42)

This notation has the advantage of being compact and reliable. On the other hand, quan-
tum physicists are more familiar with the Dirac’s notation where a vector v is expressed
as a ket |v� and the element of the dual space, w, is expressed as a bra �w|. The braket
product is how we write the scalar product (5.39). The Dirac notation can sometimes
be very helpful for the calculations. In this thesis we will use the mathematics notation
when we need to make some general argument and the quantum physics notation when
we apply it to a physical system. However, the reader should now know they refer to
the same concept.

In order to explain how the geometric phase arises in differential geometry we introduce
the concept of parallel transport. We want to define a way to coherently transform
a vector vx ∈ TxM to a vector vx� ∈ Tx�M. Here, coherently means that the vector
keeps the angles with the other vectors fixed. To give an example, if we have a vector
ux ⊥ vx, i.e. the scalar product ux · vx = 0, the new transported vectors ux� should
be perpendicular to vx� . Therefore we want to have ux� · vx� = 0. However, vx and vx�

belong to different spaces. Hence, let us consider a curve C : [0, 1] → Rn such that
C(0) = x and C(1) = x�. In this way we have a mathematical object that connects the
two points. In order to define the parallel transport we need to describe the derivative of
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a vector along the direction of the curve. This is done through the covariant derivative
∇ which transforms the coordinates vi of the vector v in the direction k of the curve as

∇kvi = ∂kvi + Γi
kjv

j. (5.43)

The components of Γ are called the Christoffel symbols. When the map uses Cartesian
coordinates, they vanish if the manifold is flat, thus the covariant derivative becomes the
standard one. These symbols represents the right way to parallel transport a vector and
relate two different vector spaces. Therefore they are sometimes referred as connection.
It is not so surprising that the vector An in Eq. (5.32) is called Berry connection. It
represents how the istantaneous eigenstate |n(t)� changes along the path.
Let us consider the simple example of a vector transported on a closed loop upon the S2

manifold, i.e. the 3D sphere. We define the sphere in R3 with the spherical coordinates
and we keep the radius fixed, r = 1. Hence, we define the smooth closed curve C :
[0, 1] → S2 with C(0) = C(1), that has with fixed polar angle θ = θ0 and free azimuthal
angle φ ⊂ [0, 2π),

C : t →




sin θ0 cos(2πt)
sin θ0 sin(2πt)

cos(θ0)


 , (5.44)

so we are moving on the parallels of the sphere. The tangent vector is

u =
1

sin θ0
(0, 1), (5.45)

where sin θ0 is a normalization factor given by the natural metric on S2. The parallel
transport of a vector v = (vφ, vθ) is given by the solution of the equation

(u ·∇)v = 0, (5.46)

that in this case, using the definition (5.45) and Eq. (5.43), corresponds to

0 = ∂φvj + vkΓj
kφ (5.47a)

0 = ∂φvj + vθΓj
θφ + vφΓj

φφ, (5.47b)

with j = θ, φ. We can perform all the calculations and find a surprise at the end. When
we want to establish the angle between the vectors u and v we can calculate the inner
product and yield

u · v = vφ sin θ0 cos(φ cos θ0)− vθ sin(φ cos θ0). (5.48)
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This equation shows that if we are not in the equator (θ0 = π/2), then the vector v while
travels around the path acquires a phase. Often this phase is not even a multiple of 2π,
and the transported vector gets a different direction. This extra phase is a geometric
phase, because it does not depend on the velocity the vector has traveled, but only on
the particular path followed as well as on the geometry of the manifold.
We now consider the quantum analogue of a vector transported on the sphere. The
vector we transport here is the state |ψ� of the system and we transport it along the
curve C with values in the parameter space. In order to represent the two-sphere S2 we
consider the 2 × 2 Hamiltonian defined by the vector of parameters �x = (x, y, z):

H =

�
z x + iy

x− iy −z

�
, (5.49)

with the constrain that |�x| = 1. The two eigenstates |±�x� of the Hamiltonian also depend
upon the parameters �x. We can start at t = 0 from the system in the eigenstate |ψ(0)� =
|−�x� and consider a time dependent Hamiltonian so that the system |ψ(t)� performs a
closed loop C on this surface. We can use Eq. (5.36) to evaluate the Berry curvature B−
and integrate it along the closed circle C to infer the Berry phase. We get

B±(�x) = −Im
� �±|∇�x H|∓�× �∓|∇�x H|±�

(E+ − E−)2

�

= −Im
� �±|�σ|∓�× �∓|�σ|±�

4

�
, (5.50)

where �σ is the standard vector of Pauli matrices and we substituted the eigenvalues
E± = ±1 of H. Finally, the integration in Eq. (5.32) yields

γ−(C) =
1
2

ΩC , (5.51)

where ΩC is the solid angle subtended by the curve C. The new vector |ψ(t)� has ac-
quired a phase accordingly with the integral of the Berry curvature over the surface. On
the other hand, if we started from the initial state |+�x� the phase acquired by the state
would be −γ(C).

5.5.1.1 | The topological invariant

The geometrical concepts expressed above can be explained looking at the topology
of the system. In order to fully express the mathematical idea we need an other few
concepts from differential geometry. In general, the property that fully accounts for
all the features of a differential form ω is the possibility of integrate the form over a
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geometric object Γ of the same dimension. Thus, a 1-form is integrable over a curve, a
2-form is integrable over a surface.

A differential form ω is said to be closed if dω = 0. It is exact if it can be expressed as
the differential of another form, i.e. ω = dν, where the form ν is called primative of ω.
Thus, any exact form is also closed, since

ddν = 0. (5.52)

One could argue that this is true also in the other way round, that is if we have a closed
form, then this is also exact. It turns out that this depends on the topology of the space.
If the manifold is a simply connected space, then this is true and any closed form is also
exact. If the space is not simply connected than we can locally define a form ν whose
differential is ω, but this property cannot be extended globally. The importance of this
property shows up when we integrate the differential form ω. For the Stokes theorem
we have

�

M
dω =

�

∂M
ω, (5.53)

where M is the manifold and ∂M its border. This implies that if ω is closed, than the
integral is zero.

The connection between those concepts and the physics of topological insulators lies
in the definition of the geometric phase γ as a surface integral of the Berry curvature.
Equation (5.32) is in fact the Stokes theorem in 3 dimensions. The Berry curvature B
can be seen as the differential dA of the Berry connection A. If the space is not simply
connected, one cannot find the global primitive of B and the Berry phase results, in
general, not equal to zero.

In order to provide a connection with quantum mechanics, we consider a particle mov-
ing on a non simply connected 2D system. Let’s take the Hamiltonian (5.49). This is
the same system as the previous one, but with length |�x| unfixed. Here the space of the
parameters is a torus, defined in R3/0. The eigenvalues of this system are E± = ±|�x|
and the eigenstates are not defined for �x = 0.

The Berry curvature gives

B±(�x) = ± �x
2|�x|3 (5.54)

We now suppose to be in the momentum space and the strength �x of the coupling to
be a function of the momenta, i.e. �x = �x(kx, ky). The Brillouin zone (BZ) of the system
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is a deformed torus. We define the Chern number Q as the flux of the Berry curvature
through this torus:

Q =
1

2π

�

BZ
dxdyB(kx, ky). (5.55)

A comparison with Eq. (5.51) shows that Q is an integer with modulus either 0 or 1 if
the origin is outside or inside the torus. If the origin lies inside the torus Q can be either
+1 or −1 depending on the orientation of the surface. It’s worth to notice that Chern
number is a topological invariant. It’s value is ultimately given by the properties of
the torus as a manifold. Moreover, any transformation that acts without changing the
topology of the Brillouin zone is a adiabatic transformation a leaves the Chern number
of the system invariant.

5.5.2 | Relationwith theAbelianGauge theory of Electromagnetism

The differential forms we encountered previously are very useful in electromagnetism
and in quantum electrodynamics. They give an elegant description of the electromag-
netic fields and of the vector and scalar potential. Indeed we know the magnetic field
B can be written as the curl of the vector potential A, that is exactly Eq. (5.42) in 3 di-
mensions. In general we can describe all the classical electromagnetism with the use of
a 4-dimensional tensor, Fµν defined as

Fµν =




0 Ex/c Ey/c Ez/c
−Ex/c 0 −Bz By

−Ey/c Bz 0 −Bx

−Ez/c −By Bx 0




, (5.56)

with c being the speed of light. The tensor above is a 2-form that can be obtained by
applying the differential operator d on the 1-form A = Aµdxµ, with A being the 4-
dimensional vector potential

Aµ = (φ/c, Ax, Ay, Az). (5.57)

Thus, using Eq. (5.52), the homogeneous Maxwell equations can be written in the com-
pact form dF = 0. The electromagnetic tensor is in fact a closed form, even though it
is not globally exact. Therefore we can find the vector potential whose curl gives the
magnetic field, but we can define it only locally. This as much to do with the gauge
invariance of the theory. As we already highlighted in the previous sections the electro-
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magnetic potential can be defined up to the gauge transormation

A → A +
1
e
∇ f , (5.58)

with f being a scalar function of the coordinates and e the electronic charge. The electron
field is transformed as ψ(x) → ei f (x). The gauge transformation shall leave the dynam-
ics unchanged. Hence, we introduce the Lagrangian of quantum electrodynamics

L = ψ̄(iγµDµ −m)ψ− 1
4

FµνFµν, (5.59)

which describes the dynamics of an electron interacting with the electromagnetic field.
We will not enter in the details of quantum field theory, and we refer to Ref. [152] for the
interested reader. For our purposes, we need just to know Dµ is the covariant derivative.
Given the transformation laws of A and ψ, in order to keep the Lagrangian unchanged
after a gauge transformation, Dµ = ∂µ − ieAµ. Thus, it is straightforward to see in ieA
the connection of the space, as we did in Eq. (5.43).
The vector potential A has a physical effect on the dynamics that was unknown in early
quantum mechanics. However it enters in the minimal coupling Hamiltonian and we
see it’s responsible for the geometric phase (5.31). The experiment that showed it in
1959 is due to Arahanov and Bohm. Let’s consider an infinite current carrying solenoid.
We know the magnetic field of such a system is constrained to stay in the inside of the
solenoid and no magnetic field is shown outside of it. Thus, we can define the vector
potential A in the region with zero magnetic field. Now let’s take a traveling charged
particle. The particle will take the phase

�
Γ1

A · dx, where Γ1 is the path along which the
particle moves. However, if the particle travels through the path Γ2, the phase acquired
will be

�
Γ2

A · dx. The actual phase we will see is an interference pattern given by the all
possible paths. The phase difference given by the paths Γ1 and Γ2 will be

� �

Γ1

A · dx
�
−
� �

Γ2

A · dx
�
=

� �

Γ1−Γ2

A · dx
�

, (5.60)

which is ultimately the flux of the magnetic field B on the surface with borders Γ1 − Γ2.
Because of the particolar choice of the system A is defined in a non simply connected
space, therefore it wasn’t a exact form.

5.6 | 2D Chern insulators
A Chern insulator is a two-dimensional band insulator with non-vanishing Chern num-
ber. They are often associated with the quantum Hall effect. The relation lies in the fact
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that Chern insulators are characterized by conductive edge states, which are not de-
tected by the dispersion relation of the bulk Hamiltonian. However they emerge when
we consider a finite size sample. Furthermore, as in the quantum Hall effect, the edge
states are characterized by chirality.
Chern insulators made their appearance in the literature with a toy model introduced by
Qi, Wu and Zhang (QWZ) [153]. In this model the bulk Hamiltonian in the momentum
space H(kx, ky) is

H = d · σ, d =




sin kx

sin ky

u + cos kx + cos ky


 . (5.61)

We can see the similarity of the QWZ Hamiltonian with Eq. (5.49). As in the previous
section, the components of d are defined in R3/0 and the parameters kx, ky describe the
surface of a torus.
The spectrum of the 2 × 2 Hamiltonian is composed by two bands with eigenvalues

E±(kx, ky) = ±|d(kx, ky)| = ±
�

sin2 kx + sin2 ky + (u + cos kx + cos ky)2 (5.62)

For most of the values of u the spectrum shows a band gap and the Hamiltonian de-
scribes an insulator. The band gap is closed for those values of k s.t. d(k) = 0. In the
QWZ model, this condition is satisfied for u = −2, 0, 2 at different points of the Bril-
louin zone depicted in Figure 5.3 and named in literature Γ = (0, 0), X = (0,±π) and
M = (±π,±π). Those points are also called Dirac points, since in the proximity of them
the dispersion relations has a similar form as the Dirac equation of quantum field the-
ory. We get this condition near the Fermi energy when the valence and conductive state
touch and the band assumes the characteristic structure of two cones pointing towards.
When we change the value of u the two vertices get near until the gap is closed and
eventually the energy spectrum describes a conductor. In this case the Chern number is
not defined. In order to show this behavior, we expand the Hamiltonian around the Γ
point in the case u = −2. The Hamiltonian Eq. (5.61) becomes:

H(k0x + qx, k0y + qy) ∼ qxσx + qyσy, (5.63)

with eigenvalues E±(qx, qy) = ±q, and |q| =
�

q2
x + q2

y. The linearity of the dispersion
relation is typical of the Dirac mass-less equation. We can now analyze the nearly metal-
lic case setting u ≈ −2 and look at the differences with the previous case. We expand
the Hamiltonian and get

H(k0x + qx, k0y + qy) ∼ (2 + u)σz + qxσx + qyσy. (5.64)
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Figure 5.3: The bulk dispersion relation of the QWZ model, for various values of u, as
indicated in the plots. In (a)–(c), the gapless cases are shown, where the bulk gap closes
at so-called Dirac points. In (d), with a generic value u = −1.8, the system is insulating.
Figure from [153]

The dispersion relations are E± = ±
�
(2 + u)2 + q2. From the Hamiltonian in Eq. (5.64)

we see that the term u �= −2 breaks the time reversal-symmetry that is a necessary, even
though not sufficient, condition to have a Berry curvature different from 0. Here, it is
crucial to relate the eigenvalues of the system with the topology of the Hamiltonian.
When we vary the parameters kx, ky we create a surface in the space defined by the
coordinates of d. If this surface encloses the point 0, which is the point where the system
is not defined, the flux of the Berry curvature will be in general, different from zero. A
straight calculation of the Chern number Q leads to Q = 0 if u < −2 and Q = 1 if
u > −2. If we are able to control the value of u and change it from u < −2 to u > −2 we
will pass through a topological phase transition, for when u = −2 the surface defined
by kx, ky intercepts the point d = 0.
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5.6.1 | The Harper-Hofstadter model
In this section we describe how Chern insulators arise in lattice models where the time-
reversal symmetry is broken. In the QWZ model the crystal structure of the material was
not important for obtaining the typical behavior of topological insulator. The same was
for the quantum Hall effect, where the material was treated as a continuum. Usually the
reason behind it is that the waist of the magnetic field used to break the time reversal
symmetry of the system is much bigger than the lattice spacing. When this is not the
case the lattice properties are essential.
A basic model for the description of a crystal is the tight binding model. In general
tight-binding Hamiltonian can be written as the sum of hopping terms among lattice
sites,

HTB = ∑
i,j

tijc†
i cj. (5.65)

Here c†
i and ci are the creation and annihilation operators defined on the ith site of the

lattice. The matrix t with components tij contains both the on-site energy and the hop-
ping constant between the sites.
In the Harper-Hofstadter (HH) model [154] we consider a charged particle hopping on
a square lattice of lattice spacing one with periodic boundary conditions subject to an
external magnetic field with fixed flux on the placquette φ. The Hofstadter Hamiltonian
reads

H = −J ∑
<i,j>

exp
� � rj

ri

A · dl
�

c†
i cj + h.c, (5.66)

where ri is the coordinate of the i-th site, J is a real number and the sum is performed
over the nearest neighbors of the square lattice. A is the vector potential that generates
a uniform magnetic field B orthogonal to the lattice plane. The resulting flux of the
magnetic field over a plaquette of the lattice is φ = |B|

2π . A suitable choice for the vector
potential is the modified Landau gauge

A =




By
0
0


 . (5.67)

which leads the Hamiltonian in the position space to be

H = −J ∑
x,y

�
c†

x+1,ycx,ye2πiφy + c†
x,y+1cx,y + h.c

�
, (5.68)
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Now we suppose the phase is a rational number φ = p/q, with p, q ∈ N coprime. With
this condition we can see the system has translational invariance over the two directions
of the plane. In particular, the phase acquired from the particle on the s-th line of the
square lattice is the same acquired on the (s + yq)-th line, where s goes from 0 to q− 1.
On the other hand, each column is invariant with respect to the next one.
In this way the system is composed by a unit cell with q sublattices. For simplicity we
set the lattice spacing equal to 1. The wave function Ψ(s, µ) is written in term of the unit
cell µ and of the sublattice s. For the Bloch theorem

Ψ(s, µ + êx) = eikx Ψ(s, µ), (5.69)

where êx is the unit vector on the x-axis and µ + êx finds the next unit cell in the x
direction. The periodicity on the y-axis is instead every q sites and it leads to

Ψ(s, µ + êy) = eikyqΨ(s, µ), (5.70)

being êy the vector that accounts for translation on the y-axis of one unit cell.
Thanks to the Bloch theorem we can Fourier transform the Hamiltonian in Eq. (5.68)
and write it in terms of the pseudomomenta (kx, ky) with values included in the set
[−π, π] × [−π

q , π
q ], which define the magnetic Brillouin zone (MBZ). To achieve this

result we first transform the creation and annihilation operators as

ckx ,ky,s =
1√
N

∑
µ

e−ikxnx e−ikyqny cnx ,ny,s, (5.71a)

c†
kx ,ky,s =

1√
N

∑
µ

eikxnx eikyqny c†
nx ,ny,s, (5.71b)

where nx,(y) = 1, 2, . . . , Nx,(y) and Nx,(y) is the number of sites in the x, (y) direction. N
is the total number of unit cells, N = Nx Ny. It is worth to notice that the dependence
on the site s remains. That is because the Bloch theorem on the y direction is applied on
the unit cell composed on q elements and not on the single site. Finally the Hamiltonian
reads

H
J

=
1
N ∑

nx ,ny

∑
kx,y,k�x,y

�
exp[i(nx + 1)kx + inykyq− i(nxk�x + nyk�yq + 2πsφ)]c†

kx ,ky,sckx ,ky,s

+ exp[inxkx + i(ny + 1)kyq− inxk�x − inyk�yq]c†
kx ,ky,s+1ckx ,ky,s + h.c.

�

= ∑
�k

�
ei(kx+2πsφ)a†

kx ,ky,sckx ,ky,s + eikyqc†
kx ,ky,s+1ckx ,ky,s + h.c.

�
, (5.72)

that if expressed as a function of the momenta kx, ky becomes
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Figure 5.4: Hofstadter’s Butterfly shows the fractal spectrum of the Hofstadter model
(with energy E) as a function of magnetic flux per plaquette, φ. The entire pattern re-
peats for flux filling outside of the range 0 to 1. Landau level-like lines can be observed
near to the points (0, 4) and (1/2, 2 p2), for example. On the right there is a zoom of the
red block

H(kx, ky)

J
= eikyqc†

kx ,ky,s+1ckx ,ky,s + e−ikyqc†
kx ,ky,sckx ,ky,s+1

+2 cos(kx + 2πφs)c†
kx ,ky,sckx ,ky,s. (5.73)

The eigenvalue equation Hs(k)Ψs(k) = Es(k)Ψs(k), where Ψs(k) is the eigenfunction in
the momentum base, leads us to the Harper equation:

2 cos(kx + 2πφs)Ψs(k) + eikyqΨs+1(k) + e−ikyqΨs−1(k) =
Es(k)

J
Ψs(k). (5.74)

From the Harper equation we can find the q eigenvalues that according to the value of
φ go to constitute the famous Hofstadter butterfly plotted in figure 5.4

5.6.2 | Application to optics
The quantum Hall effect and the Chern insulators were originally discovered in the con-
text of charged particles such as electrons in a solid. The very notion of Chern insulator
requires an external field able to break the time reversal symmetry and the magnetic
field acts as requested on charged particles. Even the Berry connection and curvature
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resemble mathematically the vector potential and the magnetic field. Nevertheless in
the last decades many systems reproduced the role of a magnetic field on uncharged
particles. In [155] the TRS is broken using the helical structure of nanotubes disposed
on a hexagonal lattice. Other theoretical implementation consisted on harmonic modu-
lation of a photonic crystal [156] or optomechanical induced non-reciprocity [157]. The
effect of breaking the TRS can be given also by the use of a so-called synthetic mag-
netic field (SMF). In [158] the SMF is given modifying the length of the link resonator
connecting two resonator disposed in a square lattice. Using a similar approach in the
next section we will show evidences of a Chern insulator obtained in an optomechanical
array.

5.7 | Nonreciprocal topological phononics in optome-
chanical arrays

This section is taken from our paper [6] and contains one of the main results obtained in
these years of doctorate studies. In fact the topic of topological insulators has been only
very recently applied in optomechanics [159][160]. In this work we successfully applied
the physics described in the previous sections to obtain topological transport in optome-
chanical arrays. In this system, nearest neighbor coupling among the optomechanical
resonator is only optical. In literature we can find works where the optical coupling
among resonators can be manipulated to produce synthetic magnetic field[158]. There-
fore, it’s no surprise we obtained optical edge states, whose transport shows topological
robustness against disorder. Nevertheless, the optomechanical coupling acting on each
resonator, induces in the system mechanical edge states. Thus, we see phononic topo-
logical transport. We first introduce the model and then show the results.

5.7.1 | The model
Our basic building block will be an optomechanical microtoroid resonator [161]. These
resonators are well-known to support simultaneous high-quality optical and mechan-
ical modes together with an optomechanical interaction between the two. Our model
consists of an array of such resonators, each of which is described by the Hamiltonian

Ĥi = ωi â†
i âi + Ωi b̂†

i b̂i + gi â†
i âi(b̂†

i + b̂i) + Ei
�
âieıωLt + â†

i e−ıωLt�, (5.75)

where ωi is the resonance frequency of the optical mode, Ωi that of the mechanical
mode, âi and b̂i the annihilation operators corresponding to the two modes, gi the op-
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Figure 5.5: An optomechanical Kagome lattice. The unit cell of the lattice is composed
of (a) two optomechanical resonators linked by an off-centre waveguide. This allows
to (b) build a Kagome lattice of optomechanical resonators linked by non-intersecting
waveguides. (c) We consider a finite hexagonal array of resonators driven optically
at the edges. The driving fields have the same amplitude but different phases, as il-
lustrated. This gives rise to (d) a stationary field where the optical fields in adjacent
sublattices have a phase difference of 2π/3.

tomechanical coupling constant, and Ei the strength of the optical driving field which
is assumed to be monochromatic at a frequency ωL. Throughout this section we will
be working in units such that h̄ = 1 for convenience. The dynamics of resonator i also
includes a dissipative component, which we model through the Liouvillian

Li[•] = κi
2 D[âi, •] + γi

2 D[b̂i, •], (5.76)

where D[ô, •] = ô • ô† − 1
2 (ô

† ô •+ • ô† ô). Here, κi and γi are the dissipation rates of the
optical and mechanical fields, and we have assumed a zero-temperature bath for both
modes. The density matrix ρi for resonator i is thus governed by the master equation

d
dt ρi = −ı[Ĥi, ρi] + Li[ρi]. (5.77)

A future direction of research will explore the effects of mechanical baths at non-zero
temperatures. Let us remark, however, that with GHz-scale mechanical oscillation fre-
quencies and present-day cryogenic techniques it is possible [81] to operate in a regime
where the mechanical bath temperature is effectively zero.
Pairs of adjacent resonators are connected together by means of waveguides. Defning
Jij to be the complex coupling constant between resonators i and j, we thus have the
Hamiltonian for the full system,

Ĥ = ∑i Ĥi + ∑�i,j�
�

Jij â†
i âj + J∗ij âi â†

j
�
, (5.78)

where the second sum runs over all the pairs of resonators that are connected in this
manner. We remark that the phase of Jij originates from an asymmetric positioning
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of the waveguide connecting pairs of resonators, as demonstrated in Ref. [158]. The
dissipative part of the master equation is given by the Liouvillian L[•] = ∑i Li[•]. This
model allows us to describe the system shown in Fig. 5.5(a)–(c).
The Hamiltonian Eq. (5.78) gives rise to non-linear equations of motion. To solve the
equations governing the temporal evolution of the system we linearise the dynamics,
as is commonly done in optomechanics [8]. Briefly, the fields are displaced by complex
numbers αi and βi, i.e., âi → αi + âi and b̂i → βi + b̂i, in the equations of motion; the
right-hand side operators describe fluctuations about a classical state. In a frame rotat-
ing with a frequency ωL we find an approximate Hamiltonian governing the fluctuation
operators

Ĥi = −Δi â†
i âi + Ωi b̂†

i b̂i + Gi(â†
i + âi)(b̂†

i + b̂i), (5.79)

where we have defined Gi = αigi and the detuning Δi = ωL − ωi. Exact numeric codes
can be used to solve the classical equations for αi and βi; in our calculations we look for
a self-consistent steady-state solution so that the linearised Hamiltonian, Eq. (5.79), is
time-independent.
For ease of realisation, we specialise to the case where the driving field is applied only
to the edges of the lattice, as shown in Fig. 5.5(c). The driving field is chosen to have
the same magnitude all around the edge. Pairs of opposite edges are driven at the same
phase, with a phase difference of 2π/3 between pairs of adjacent edges, increasing in
the clockwise orientation. In the interior of the lattice, as shown in Fig. 5.5(c), this yields
optical fields with magnitudes |αi| that depend only weakly on the site index i and
whose phases are 0 on sublattice A, 2π/3 on sublattice B, and 4π/3 on sublattice C. As
a figure of merit for the quality of our solution we define the flatness

F =
∑i|αi|

N maxi{|αi|}
, (5.80)

which ranges from 1/N for a situation where only one node has αi �= 0, to 1 when all
the nodes have the same |αi|. In the work reported here we have F ≥ 0.9 for a lattice
driven from its edges, representing a situation which is very close to ideal.

5.7.2 | Mechanical edge states
A convenient means to understand the nature of the topological states borne by the
system is to move to reciprocal space. To do this we must cast the problem into a trans-
lationally invariant form. First, we assume that the parameters of the lattice nodes, i.e.,
Δi, Gi, etc., are all identical and drop the index i; second, we add periodic boundary con-
ditions to the system. Equation (5.79), transformed in this manner, can then be written
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as a function of the quasimomentum in the two directions, kx and ky. Before continu-
ing let us remark that the Eq. (5.79) does not preserve the total number of excitations

∑i(â†
i âi + b̂†

i b̂i). We therefore need to apply the Bogoliubov–de Gennes (BdG) formal-
ism, where we consider a particle–hole description of the system. Given the quadratic
Hamiltonian, Eq. (5.79) with N sites, it is possible to use the bosonic Bogoliubov–de
Gennes transformation to find the eigenvalues of the system. Let us call �̂c the vector of
the operators �̂c = (â1, â2, . . . , âN , b̂1, b̂2, . . . , b̂N). The Hamiltonian can subsequently be
written

Ĥ =
�
�̂c†,�̂c

�
HBdG

�
�̂c
�̂c†

�
, (5.81)

where HBdG is a square matrix. In this picture, the temporal evolution of the operators
can be written in the form

d
dt

�
�̂c
�̂c†

�
= σzHBdG

�
�̂c
�̂c†

�
, (5.82)

with σz being a diagonal 4N × 4N matrix with elements on the diagonal equal 1 for the
first 2N entries and −1 for the last 2N. The eigenvalues of the matrix σzHBdG give the
energies in the particle-hole description of the system [162]. As a consequence, for each
eigenvalue Ekx ,ky of the Hamiltonian we will find another eigenvalue with opposite sign,

Figure 5.6: Band structure and edge state. (a) Bogoliubov–de Gennes particle–hole en-
ergies of the bulk Hamiltonian, Eq. (5.79), with quasi-momentum varying around the
irreducible Brillouin zone of the Kagome lattice, passing through the symmetry points
Γ, K, and M. The colour indicates the nature of the corresponding state, ranging from
fully optical (blue) to fully mechanical (red). (b) Dispersion relation of the infinite strip
in the mechanical band. We find a state in the region where, in the periodic case, there
was a band gap, labelled with ΔE0. The energy G2/Ω is indicated on the figure as a
guide to the eye and to set the scale. (c) The state found in (b) that lies within the band-
gap is mechanical in nature and confined to the edge of the finite array.
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−Ekx ,ky . In Fig. 5.6(a) we show the dispersion relations in the BdG picture with quasimo-
menta lying on the path passing through the borders of the irreducible Brillouin zone of
the Kagome lattice. Shown in the figure are the high symmetry points which form the
corners of the first irreducile Brillouin zone Γ = (kx = 0, ky = 0), K = (2π/3, 2π/3),
and M = (π, 0).
We set the mechanical frequency to coincide with an optical band. This choice leads to a
repulsion between the optical and mechanical energy levels, creating a mechanical band
whose size is of the order of g2/Ω. Inside this mechanical band, the optical features of
the system induce a band gap. The emergence of edge states requires reducing the
system to an infinite strip, i.e., where the periodic boundary conditions are applied in
one direction only. As illustrated in Fig. 5.6(b), we subsequently find a mechanical edge
state in the mechanical band gap. Restoring the finite size of our system fully, we find
that the resulting mechanical edge state is as shown in Fig. 5.6(c). The fact that this edge
state appears only when lift the boundary conditions is typical of Chern insulators. We
remark that, despite the fact that this edge state is entirely mechanical in nature, it is
induced in the mechanical oscillators indirectly through the optomechanical interaction
and optical coupling between the nodes; there is no direct mechanical coupling between
the nodes.

5.7.3 | Topologically protected transport
We now turn our attention to the transport properties of the system. To do this we
calculate the correlation between a phonon injected into site j at time 0 transmitted to
site i at time t. The Kubo Formula

GMM(t, i, j) = �
�
b̂i(t), b̂†

j (0)
�
� (5.83)

gives the intermediate quantity from which we derive the transmission probability

TMM(t, i, j) = |GMM(t, i, j)|2. (5.84)

We could analogously define the Kubo Formula and transmission probability for pho-
tons to be transmitted through the system (GOO(t, i, j) and TOO(t, i, j)), for an injected
photon to be detected as a phonon (GOM(t, i, j) and TOM(t, i, j)), and for an injected
phonon to be detected as a photon (GMO(t, i, j) and TMO(t, i, j)).
The BdG description yields directly the matrices G(t) and, consequently, T(t), which
describe the correlations and transmission probabilities between all the creation and
annihilation operators for all pairs of sites i and j; i.e., the phonon–phonon elements
of G(t) are GMM(t, i, j), etc., and similarly for T(t). It is convenient for our purposes to

110



5.7. Nonreciprocal topological phononics in optomechanical arrays

Figure 5.7: Topological transport. (a) Magnitude of the internal field on the borders of
the lattice when phonons are injected from the site labelled O in (c). As a guide to the
eye we label A, B, C, D, E and F the corners of the hexagon starting from the top-left one
and proceeding in the counterclockwise direction. Note that the field diminishes greatly
at the sinks, represented by the grey areas around points B and E. (b) Ratio between
the mechanical output fields of the sinks at points B and E, as a function of increasing
disorder. For values of the variance of the disorder until about 0.2ΔE0, the edge state and
transport are not affected greatly. Upon increasing the variance of disorder further we
find a phase transition, with the ratio between the two output fields rapidly climbing to
around 1, since for large disorder the band gap closes and there is no longer a preferred
direction of transport. Each point in this plot is an average of 300 realisations, and the
shaded region indicates the minimum and maximum values obtained. (c)–(e) Particular
realisations of the internal field where the variance of the disorder equals 0, 0.1ΔE0, and
0.5ΔE0, respectively.
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write G(t) in frequency space, G(ω) =
�

dteiωtG(t). We use this formula to calculate the
internal field of a perturbation propagating inside the array under different conditions.
Our starting point, as mentioned earlier, is a lattice of identical sites. To this we add two
extended mechanical sinks centred around corners B and E of the hexagon, as shown in
Fig. 5.7(c)–(e). To avoid perturbing the edge state, these sinks were introduced through
a smooth additional mechanical decay rate γext,i. The topological protection of the edge
state means that if the function used were not smooth enough the edge state would
simply avoid the source. In our case we use the Fermi function

γext,i =
2γext,max

ed(i,j)/D + 1
, (5.85)

where i is the site in question, j is the site around which the sink is centred, i.e., the site
at corner j = B or j = E in Fig. 5.7, d(i, j) quantifies the distance between the two sites,
and D sets the size of the sink. The additional decay rate changes smoothly from γext,max

at the centre of the sink to zero when d(i, j)� D. In Fig. 5.7(a) and (c)–(e) we shade the
two regions for which d(i, j) < D in grey.
In the following we shall be concerned only with transport of phonons through the
system. We drive the mechanical system at position O with a frequency resonant with
the edge state identified in Fig. 5.6. As illustrated clearly in Fig. 5.7(a) and (c), the me-
chanical excitation travels along the edge state in the counter-clockwise direction. The
transmission amplitude decreases slightly along the way because of the intrinsic optical
and mechanical losses of the structure. Eventually, the excitation enters the region of
the sink centred around corner B, whereupon it suddenly decreases in amplitude. The
absorption of the sink is not perfect, and some of the mechanical excitation reaches the
second sink, centred around corner E. The rapid increase in Fig. 5.7(a) at corner F is
due to the limited, but finite, propagation of the mechanical excitation in the “wrong,”
clockwise, orientation.
In Fig. 5.7(a) the slope of the curve is not zero away from the sinks. As mentioned earlier
this is due to the optical and mechanical losses inherent in the system, in conjunction
with the finite velocity of the edge state. We verified this by comparing the observed
slope Γobs, which is the same throughout the plot away from the shaded regions, to
Γdir, derived directly from the band structure. To calculate Γdir = Γ/v we divided the
decay rate Γ of the spectrum of the system, which is obtained from the full-width at half-
maximum of the Lorentzian curve found at the frequency in question, by the velocity v
of the edge state. This velocity is, in turn, calculated from the slope of the edge state at
this frequency, and is derived from the dispersion relation shown in Fig. 5.6(b). We ver-
ified numerically that Γobs and Γdir are the same, to within numerical error, throughout
this paper.
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Having two sinks positioned symmetrically around the source allows us to demonstrate
clearly the directional nature of edge-state transport and its robustness to disorder. One
of the most technologically important features of edge states of a Chern insulator is that
they minimise the effects of back-scattering. Whereas in ordinary conductors a wave
that travels in one direction will be reflected off of a discontinuity, Chern insulators are
immune to such scattering as long as it the discontinuity leaves unchanged the topol-
ogy of the dispersion relation. To verify this statement and illustrate its implications
in our system, we inserted mechanical disorder in the system. This is described by a
modification of the Hamiltonian for each site,

Ĥi → Ĥi + δΩi b̂†
i b̂i, (5.86)

where δΩi is a random variable drawn from a zero-mean Gaussian distribution with
variance σΩ. Our expectation is that the nature of the edge state and transport will
remain relatively unaffected for small values of σΩ, until the disorder is so large that the
band gap closes.
To quantify the level of robustness against disorder we use the ratio between the abso-
lute values of the output mechanical fields from the sinks centred at B and E. In turn,
this is calculated using the input–output relation

b̂(out)
i = b̂(in)

i −√γext,i b̂i, (5.87)

written for the mechanical fields, whereupon the relevant quantity is

TB/E =
|b̂(out)

B |2
|b̂(out)

E |2
. (5.88)

In Fig. 5.7(b) we illustrate this quantity as a function of increasing variance of the dis-
order. To ease interpretation we scale the disorder by the scale of the band gap, ΔE0.
We can see that for σΩ up to ∼ 0.2ΔE0 the disorder affects neither the direction of prop-
agation of the edge state, as shown in Fig. 5.7(b), nor the nature of the edge state, as
can be seen by comparing Fig. 5.7(d) to Fig. 5.7(c). At larger values of the disorder
we encounter a phase transision where the slope of the curve in Fig. 5.7(b) suddenly
changes. This indicates a breakdown of topologically-protected transport in the system,
and coincides with the edge state losing its nature entirely, cf. Fig. 5.7(e).

5.8 | Summary
In this Chapter we introduced topological insulators and how they can be useful for
cutting-edge technology. After a brief phenomenological introduction, we showed the
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link between TIs with the quantum Hall effect and how it differs from the classical Hall
effect. In particular we showed the discretization of the conductivity and how it can
be related to the topology of the system. For example, in the Harper-Hofstadter model,
from the Brillouin zone of the lattice system we can define a topological invariant, the
Chern number, which ultimately accounts for the number of edge states through the
bulk-edge correspondence.
Thus, we analyzed the quantum transport performed in a topological insulator made
by an array of optomechanical cavities. Optical coupling between the toroids gives rise
to an effective spin–orbit interaction for the photons in the array. Through the optome-
chanical interaction and a judicious choice of the optical driving field this gives rise to
topologically protected mechanical edge states which are protected against fabrication
and other disorder. This is a remarkable result, where we topological properties of the
optical lattice have been inherited by the mechanical system through the optomechani-
cal coupling. This opens the question whether it is possible for an open system to inherit
the topological properties from the environment and although it has been partially in-
vestigated [163, 164] it misses a complete answer and it will be a future research line of
the authors.
The mechanical edge state appeared in the energy gap between the optical and the me-
chanical bands. With perturbation theory we can estimate the band gap to be of the
order of g2. As g is usually very small, we expect to be difficult to exploit the exact
frequency which allows topological transport. We need therefore to be very precise in
the estimation of g, as this will lead to a precise estimation of the band gap. For this
reason, we will talk in the next Chapter about estimation theory in quantum mechanics
and apply the tools for the inference of the optomechanical coupling strength.
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Estimation theory and application in
optomechanics

In the previous chapter we showed how to derive a phononic topological insulator by
means of a displaced optical resonator in an optomechanical array. The topological
transport properties we studied have a deep dependence upon the optomechanical cou-
pling constant. Furthermore the system we presented is composed of several microres-
onators that can show defects in the coupling. To achieve the creation of topological-
based technology one needs an extended knowledge of the Hamiltonian parameters. In
this chapter we introduce the quantum estimation theory, a branch that teaches us how
to obtain large information about the Hamiltonian parameters. In the framework of
quantum estimation, we can see two main approaches, studied and applied intensively
in the literature, the Bayesian approach and the Fisher approach. There is an important
difference though, for they are based on very different assumptions. The Bayesian ap-
proach considers the parameter to be estimated as a random variable and relate to it a
prior probability distribution. The goal of this first approach is to find the best estima-
tion strategy among all the possible ones. Furthermore, it aims to optimize the strategy
for all the possible values of the estimate. For this reason it is also called global esti-
mation theory. On the other hand, the Fisher approach wants to investigate which one
is the best measurement process for a specific value of the estimanda and therefore is
called local estimation theory.

During the doctoral studies we applied the Bayesian theory to two system of interest,
which led to two published papers [1][2]. The first regards the estimation of the coupling
constant of a single optomechanical cavity. In our analysis we wanted to understand
which measurement can give us the best estimation of the optomechanical coupling
strength. The second system where we focused our attention is the Jaynes-Cumming
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model for the matter-field interaction. Also in this second case we want to estimate
the interaction strength. The reason why we focused on those two different system
had pedagogical purpose. We learned in our studies that, even though the two system
have a very different Hamiltonian and Hilbert spaces, they share something in common
regarding the optimal strategy for the estimation of the coupling constant. We will see
this in detail throughout this chapter. Finally we applied the Fisher approach for the
estimation of the optomechanical coupling constant [3]. This analysis led us to discover
the homodyne measurement is the optimal estimation strategy in terms of accuracy.

6.1 | Classical estimation theory
Estimation theory is a branch of statistical mathematics that aims to extract the maxi-
mum amount of information from a system. Thus, estimation theory investigates mea-
surement processes and how they can be implemented to get the most out of it. It has
clearly an important role in both classical and quantum physics, since measurements
play an important role in the scientific approach to the understanding of Nature. Gen-
erally, we refer to classical estimation theory when it is applied to classical systems, and
quantum estimation theory when quantum systems are involved. In this section we in-
troduce classical estimation theory. Let’s take a system S and suppose that it depends
on M parameters θ = (θ1, . . . , θM). Our goal is to infer the value of these parameters.
Therefore, we perform n measurements on the system and we result with a set of data
v = (v1, v2, . . . , vn). In the real world, the system is always affected by some kind of
noise. Even in the most perfect scenario, Nature guarantees a certain amount of noise
given by the laws of quantum mechanics, as we have seen in chapter 3. For this reason,
the data v are random variables, which take their values with a conditional probability
distribution p(v|θ) depending on the parameter values θj with j = 1, . . . , M. Here, the
investigation we are carrying out revolves around the resolution of this inverse statis-
tical problem. We define M functions θ̂j(·) of the data and we call them estimators. In
fact, they give an estimation of the parameters θj. The result of the estimator θ̂j = θ̂j(v)
is called estimate. In the further analysis we consider the estimation of a single param-
eter θ and we therefore ignore the label j. However what we will say in this section can
be extended easily to the case of multiple parameters.

One of the main issues of estimation theory is to define unequivocally what makes an
estimator good, or even optimal. In fact, when we measure and apply an estimation
strategy we may want to reduce the deviation of our outcomes, so that we result with
high precision. Alternatively, we may want our estimate to be as close as possible to
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the real value, resulting with a high accuracy. On second thought we may want to
have a good enough combination of the two. For each choice there is a specific strat-
egy that should be implemented. Estimation theory tries to solve this problem. In the
literature we find two main methods which start from very different assumptions and
lead to knowledge we cannot always relate together. They are the Bayes and the Fisher
approaches.

6.1.1 | Bayesian approach
We can imagine the value of θ is itself distributed with an a prior probability distribution
z(θ). This can be given by first principles of the theory, or rather by past measurements.
Hence, given the set of data v we expect the probability of guessing the system has value
θ̂ in the infinitesimal range of parameters value dθ̂

q(θ̂|θ)dθ̂ =
�

dvdθ̂π(θ̂|v)p(v|θ). (6.1)

The probability distribution q is called posteriori distribution. When integrated over the
volume dθ̂ it gives the probability that the system has the specified value. It depends
on the data set v and, most important, on the functional π related to the measurement
process, which is called strategy. Whether the estimate θ̂ results from the data v depends
on the strategy π. For it gives a probability it is constrained to the conditions

0 ≤ π(θ̂|v) ≤ 1,
�

Ω̂
π(θ̂|v) = 1, (6.2)

where Ω̂ is the space of definition of the parameter θ. Hence, the posteriori distribu-
tion gives us the new information we have extrapolated from the system after we have
applied the measurement strategy π. Here the solution of the inverse problem is not
a specific value for θ, but rather it improves the quality of our information of it. The
Bayesian approach attempts to improve the information we have on the parameters,
addressing the analysis to a larger set of probability distributions, which can better de-
scribe the real distribution of θ, and this is exactly the role of the posteriori distribution.

We note an estimation always comes with a cost. In fact, we may associate the cost
C(θ̂|θ) to a wrong estimation. The Bayesian approach seeks to minimize the average of
a cost function C(θ̂, θ), such that

C̄[π] =
� �

dθdθ̂z(θ)q(θ̂|θ)C(θ̂, θ) (6.3)

=
� � �

dvdθdθ̂z(θ)π(θ̂|v)p(v|θ)C(θ̂, θ). (6.4)
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Hence, the aim is to find the best strategy π(θ̂|v) that minimizes the average cost func-
tion C̄[π].
One common choice for the cost function C(θ̂|θ) is the mean square error cost function:

CMSE(θ̂|θ) = (θ̂ − θ)2. (6.5)

so that the average cost function in Eq. (6.3) is the mean square error of the estimator θ̂

averaged both on the data v and the prior probability distribution z(θ).

6.1.2 | Classical Fisher information approach
In the Fisher approach, also known as frequentistic approach, the parameters θ = (θ1, . . . , θM)

are deterministic variables. It means we cannot associate any prior or posterior distri-
bution function to any estimanda. We may have some uncertainty on it, but this is given
by the little knowledge we have on the system. This uncertainty could in principle be
overcome with an enough number of experiments and measurements. This is in line
with the frequentistic definition of probability and it is the origin of the name.
The goal is to find the best estimators θ̂i(·) that minimizes the mean square error (MSE)
deviation from the true value θi

MSE(θ̂i) = �(θ̂i(v)− θi)
2� =

�
dnvp(v|θ)(θ̂(v)− θ)2. (6.6)

The main result we are going to show in this section is obtained for unbiased estima-
tors, where the mean value of the estimators θ̂i coincides with the true value θi for
i = 1, . . . , M

�θ̂i� =
�

dnvp(v|θ)θ̂i(v) = θi. (6.7)

We now derive the expression above for the kth parameter, yielding

∂�θ̂i�
∂θj

=
�

dnv∂θj p(v|θ)θ̂i(v) (6.8)

= δij. (6.9)

We then use the normalization of the probability
�

dnvp(v|θ) = 1, to express (6.8) as
�

dnv[θ̂i(v− î)]∂θj p(v|θ) = δij. (6.10)

Let’s now take the vectors y = (y1, . . . , yM) and z = (z1 . . . , zM). We can use it to write

�
dnv ∑

i
yi[θ̂i − θi]∑

j
zj∂θj p(v|θ) = ∑

i
yizi. (6.11)
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The expression above is nothing else than the expected value of the product � f (v)g(v)|θ�
of the two functions

f (v) = ∑
i

yi[θ̂i − θi] (6.12)

(v) = ∑
i

zi
∂

∂θi
ln[p(v|θ)]. (6.13)

Finally we can use Schwartz inequality to write

|∑
i

yizi|2 = � f (v)g(v)|θ�2 ≤ � f (v)2|θ��g(v)2|θ�. (6.14)

Therefore the substitution of the definitions for f and g leads to

yTz ≤
�

yTBy
��

zT Az
�

, (6.15)

where we have defined the matrices

Aij = � ∂

∂θi
ln[p(v|θ)] ∂

∂θj
ln[p(v|θ)]� (6.16)

Bij = �[θ̂i − θi][θ̂j − θj]�. (6.17)

Different inequalities are obtained for different substitutions of the vectors y and z. In
particular, the choice z = A−1y leads to the Cramér-Rao bound

MSE(θ̂) ≥ 1
NF[p(θ)]

, (6.18)

where N is the number of repeated experiments, and F is the Fisher information, which
is defined as

F[p(θ)] =
�

dx
1

p(x|θ)

�
∂p(x|θ)

∂θ

�2

. (6.19)

The Cramer-Rao theorem is the main result of this approach. It states that there exists a
minimal value for the MSE caused by the parameter affection to the distribution of the
data-set.
The Fisher information F is a function of the true value θ. It gives the amount of in-
formation we can get from the data v about the true value of the parameter. There are
generally two approaches to the problem of finding the optimal estimator that saturates
the Cramer-Rao bound. One is to find the optimal global estimator, that gives the best
strategy for every value of θ, whereas the second is the local approach where we find
the best estimator in a neighborhood of a specific value θ0.
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6.1.3 | Comparison between the approaches

The two approaches above are completely separated. The main difference is due to the
nature of the parameter to estimate. The frequentistic approach requires a deterministic
variable, whose value can be estimated with continuous repetitions of the experiment,
whereas in the Bayesian approach we seek to estimate a random variable distributed
with its own probability distribution, and repeated information leads to a better knowl-
edge of the parameter distribution function. In this section we propose two examples
that show how we should compare the two approaches.

The first problem we address, is a particular population size estimation. We suppose
we have N balls in a lottery labeled from 1 to N, which is our unknown parameter. The
procedure for the estimation is called sampling without replacement. For M times we
remove a ball from the lottery and we read the number on it. The problem is also known
as the german tank problem, and it has been used by the Allies to estimate the number
of german tanks in World War II. The frequentist approach leads to a value of N given
by the minimum-variance unbiased estimator [165]

N̂ = Nmax(1 + M−1)− 1, (6.20)

where Nmax is the maximum number extracted from the lottery. The variance of the
estimator is

MSE[N̂] =
1
M

(N̂ −M)(N̂ + 1)
(M + 2)

. (6.21)

The Bayesian approach leads to a very different estimation for N. The crucial part is
the prior probability distribution of the estimanda, which could also be an improper
uniform distribution, z(N) ∝ 1, with N = Nmax, . . . , ∞. The result is obtained with the
use of the Bayes formula

p(N|Nmax) =
p(Nmax|N)p(N)

p(Nmax)
=

p(Nmax|N)p(N)

∑∞
N�=Nmax

p(Nmax|N�)p(N�)
. (6.22)

The result for the improper prior uniform distribution is [166]

p(N|Nmax) =
M− 1
Nmax

�
Nmax

N

��
N
M

�−1

, (6.23)
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for N = Nmax, Nmax + 1, Nmax + 2, . . ., and 0 otherwise. The estimated N and variance
are

�N̂� =
M− 1
M− 2

(Nmax − 1) (6.24a)

MSE[N̂|Nmax] =
M− 1

(M− 2)2(M− 3)
(Nmax − 1)(Nmax −M + 1), (6.24b)

which are different from the ones calculated in the frequentist approach.
Let’s now consider an example taken from physics, where eventually the Fisher and
Bayes approach actually coincide in the limit of infinite measurements. We take a single
photon and a beam splitter with transmission probability p and reflectivity q = 1− p.
After N photons are directed to the beam splitter n photons will eventually pass with
probability

pN
p (n) =

�
N
n

�
pn(1− p)N−n, (6.25)

that is the binomial distribution. Following Eq. (6.19) we calculate F as:

F[p(p)] =
N

∑
n=0

1
pN
p (n)

�
N
n

�2 �
npn−1(1− pN−n) + pn(1− p)N−n−1

�2

=
N

p(1− p)
(6.26)

Our aim is to find the estimator that saturates the CRB Eq. (6.18). We can easily check
that the simple estimator p̂N(n) = n/N is the required one, in fact

Δ2 p̂N(n) =
N

∑
n=0

�
N
n

�
pn(1− p)N−n

�
n
N
− p

�2

=
p(1− p)

N
. (6.27)

We now analyze the same problem with the Bayesian approach. We express our igno-
rance stating that the a prior p.d.f. is z(p) = 1, that is the uniform distribution among all
the possible values and corresponds to zero a prior knowledge. We calculate the MMSE
estimator as:

p̂pN(n) =
n + 1
N + 2

, C[ p̂N ] =
1

6(N + 2)
. (6.28)

In the limit N → ∞ where the number of data is large the two methods are the same.
This can be also checked calculating the variance of the estimator p̂N(n) found for the
Fisher approach averaged on p, that leads to Δp̂N(n) = 1

6N .
We can argue how an experimentalist should take the decision about which method he
should apply. In fact he may consider the Bayesian approach and evaluate the prior
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probability distribution applying the theory behind the system. Then, he should per-
form different experiments in order to reinforce this prior expectation. Once the exper-
imentalist has a clear knowledge of the prior distribution, he could pass to the Fisher
approach and consider the local estimation around the expected value. Therefore, even
though the difference between the approaches is substantial, they can still be used by
an experimentalist who wish to improve the measurement.

6.2 | Quantum estimation theory
In quantum mechanics the system is described by a density operator ρ(λ) which de-
pends on a collection of parameters λ. Our purpose in this section is to introduce the
basic concepts of quantum estimation theory adapting the results of section 6.5.1 to
quantum mechanics. Quantum estimation theory attempts to find the best strategy for
estimating one or more parameters of the density matrix [53]. We may want to estimate
the value of a parameter λ which is in general not accessible by any direct measurement
on the system. In quantum mechanics an observable is related to the existence of a Her-
mitian operator, and the set of eigenvalues and eigenstates of the system determine the
actual value of the observable. However, if λ can not be represented with a Hermitian
operator, there should be a way to access its value. λ can be a parameter of the Hamil-
tonian, a phase, or even a more complicate function of the state, such as the amount of
entanglement or the entropy. This enters in a bigger framework of quantum state esti-
mation that catches the main result we will show in this chapter. In this dissertation, we
are going to focus on quantum parameter estimation.

In general a quantum measurement is a Positive Operator-Valued Measure (POVM)
Π(θ) with the property

0 ≤ Π(θ) ≤ I, (6.29)

where Θ is the whole space where λ is defined and the subset θ ⊂ Θ. In fact, The POVM
is related to the probability of having λ ∈ θ. This requires the normalization condition�

Θ dΠ(λ) = I, where dΠ(λ) is an infinitesimal operator s.t. Π(θ) =
�

θ dΠ(λ). The
POVM returns a probability when it is applied within the Bohr rule

p(x|λ) = Tr[ρ(λ)Π(x)], (6.30)

where x is the outcome of the measurement. It is straightforward to show the normal-
ization condition leads to

�
Θ p(x|λ)dλ = 1.
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6.2.1 | Quantum Bayesian strategy
In the Bayesian approach we still get the parameter λ to be a random variable. We
can associate to it the prior probability z(λ) and consider everything as in the classical
case. However the measurements now are described by POVM and need to change the
definition of the posteriori probability distribution Eq. (6.1), that becomes

q(λ̂|λ)dλ̂ = Tr[dΠ(λ̂)ρ(λ)], (6.31)

which is the infinitesimal form of the Bohr rule (6.30). The POV has the role of the
strategy. The average cost function in Eq. (6.3) becomes

C̄[Π] = Tr[
�

dλ
�

dΠ(λ̂)z(λ)C(λ̂, λ)ρ(λ)]. (6.32)

Hence, the Bayesian approach in the quantum regime seeks to find the best POVM that
minimizes the average cost function. We can find it solving

W(λ̂)− L ≥ 0, (6.33a)

[W(λ̂)− L]dΠ(λ̂) = 0, (6.33b)

where W(λ̂) is the Hermitian risk operator

W(λ̂) =
�

Θ
z(λ)C(λ̂, λ)ρ(λ)dλ, (6.34)

and L is the Hermitian Lagrange operator, defined as

L =
�

Θ
W(λ̂)dΠ(λ̂). (6.35)

The minimization problem set above in the equations for the optimal strategy seek the
POVM for which the risk W(λ̂) is at its minimum. Thus for the same POVM also the
average cost reaches its minimum. The proof can be found in Ref. [53] .

6.2.1.1 | Quantum minimum mean-square error estimation

In order to solve the estimation problem we have to provide a cost function, a measure
of the cost incurred upon making errors in the estimate of λ. Here, we wish to minimize
the average squared cost of error, which is encoded in the cost function

C(λ̃, λ) = (λ̃− λ)2, (6.36)

where λ̃ is the estimate of λ, and therefore a function of the measurement data.
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Now, we are able to formulate the quantum estimation problem. We are looking for
dΠ̂(λ̃), which minimizes the average cost of this estimation strategy, see Eq. (6.32)

C̄ = tr
�� ∞

−∞

� ∞

−∞
z(λ)C(λ̃, λ)ρ̂(λ)dΠ̂(λ̃)dλ

�
, (6.37)

under the constraints embodied in Eq. (6.29). This is a variational problem for the func-
tional C̄. To proceed, we consider each possible estimate λ̃ to be an eigenvalue of the
Hermitian operator

M̂ =
� ∞

−∞
λ̃ dΠ̂(λ̃) =

� ∞

−∞
λ̃ |λ̃� �λ̃| dλ̃ (6.38)

with eigenstates |λ̃�. Thus, the average cost functional in Eq. (6.3), calculated using the
cost function in Eq. (6.36), can be written as

C̄[M̂] = tr
�� ∞

−∞
z(λ)

�
M̂− λ Î

�2
ρ̂(λ)dλ

�
. (6.39)

For convenience, we now define the following operators (k = 0, 1, 2):

Γ̂k =
� ∞

−∞
λkz(λ)ρ̂(λ)dg. (6.40)

Now, let � be a real number and N̂ any Hermitian operator. Let M̂min be the Hermitian
operator which minimizes C̄[M̂]. Then, we have

C̄[M̂min] � C̄[M̂min + �N̂], (6.41)

because the sum of Hermitian operators is itself a Hermitian operator. Evaluating the
right-hand side of the inequality and using the operators defined in Eq. (6.40), we obtain

C̄[M̂min + �N̂] = C̄[M̂min] + � tr
�

N̂
�
Γ̂0M̂min + M̂minΓ̂0 − 2Γ̂1

��

+�2 tr{Γ̂0N̂2}. (6.42)

By differentiating this relation with respect to � and equating the result to zero, one is
able to show that the unique Hermitian operator M̂min minimizing C̄ must satisfy [42]

Γ̂0M̂min + M̂minΓ̂0 = 2Γ̂1. (6.43)

The average minimum cost of error for this measurement is

C̄min = tr{Γ̂0M̂2
min − 2Γ̂1M̂min + Γ̂2}

= tr{Γ̂2 − M̂minΓ̂0M̂min}, (6.44)
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where we have used the relation in Eq. (6.43) to simplify the result. In order to determine
M̂min we thus have to solve the operator equation Eq. (6.43). It has been shown in
Ref. [42] that the unique solution of this equation can be written as

M̂min = 2
� ∞

0
exp(−Γ̂0x)Γ̂1 exp(−Γ̂0x)dx. (6.45)

A comment about this solution is in order. The operator that we have found does
not necessarily represent the best estimator of λ, but rather the measurement opera-
tor which protects best against information loss, no matter what the true value of λ is.
Further discussion about this subtlety and its relation to biased estimators can be found
in the illuminating monograph by Jaynes [167].

6.2.1.2 | Quantum maximum likelihood estimation

The maximum likelihood estimator (MLE) considers minimization of the cost function

C(λ̃, λ) = −δ(λ̃− λ), (6.46)

averaged over all the possible outcomes λ̃ of the estimanda λ ∈ Ω. In the case of Ω
being a discrete set, the analogue of Eq. (6.46) would be C(λ̃, λ) = −1 if λ̃ = λ and
0 otherwise. In the continuous this cost function assumes the form above. Hence, the
average cost function in Eq. (6.37) becomes

C̄[Π] = Tr[
�

dΠ(λ)z(λ)ρ(λ)] (6.47)

and we are looking for the infinitesimal operators dΠ(λ) which maximize C̄. In order to
solve this maximization problem we need some assumptions. First of all, we write the
density operator ρ(λ) in some basis, yielding

ρ(λ) = ∑
n,m

ρn,m(λ) |n� �m| , with ∑
n

ρnn(λ) = 1 ∀λ, (6.48)

and the functions ρnm(λ) are known. Then, we assume the infinitesimal operators
dΠ(λ) can be written in the same basis as

dΠ(λ) = ∑
nm

πnm(λ)dλ, with πnm = π∗mn, ∀n, m. (6.49)
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The latter condition ensures the self-adjointness of the infinitesimal generator. We re-
member that when integrated over the set Ω the POVM gives back the identity operator
and this is reflected into the conditions

�

Ω
dλπnn = 1 (6.50a)

�

Ω
dλπnm = 0, for n �= m. (6.50b)

Therefore, the average cost function can be written as sum of products of functions as

C̄[Π] = ∑
n=m

[
�

d(λ)z(λ)∑
n�

πnn�ρn�m(λ)]. (6.51)

In order to find the expression for the functions πnm(λ) we can therefore trying to max-
imize the average cost maximizing all the singular contributions from z(λ)∑n� πnn�ρn�m.
We first make the transformation

�
�

z(λ)ρnm(λ)→ ρnm(λ), �
�

z(λ)πnm(λ)→ πnm(λ), (6.52)

so that we absorbed the term z(λ) into the other functions. Hence, we consider a Hilbert
space H of definitions of the functions πnm(λ) and ρnm(λ) for all the possible values of
n, m, and we expand ρnm(λ) in one orthogonal basis {ψn(λ)} provided by the Hilbert
space as

ρnm(λ) = ∑
k

pnm
k ψk(λ), (6.53)

where the coefficient pnm
k can be obtained from the inner product �ρnm, ψk�. Finally the

solutions for πnm(λ) are the ones that are as parallel as possible to ρnm(λ) and satisfy
the conditions (6.50). The calculation of the expansion can be extremely cumbersome
but there are cases when it leads to a result. We will show in section 6.5.2 an example.

6.2.2 | Quantum Fisher information approach
As in classical estimation theory, the Fisher approach focuses around the Cramer-Rao
theorem. In quantum mechanics we can obtain a lower bound for the MSE as in Eq. (6.18).
However, the procedure has some difficulties, which arise from the derivative of the
density operator ρ(λ) with respect to the parameter λ, as we did in the proof of the
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classical Cramér-Rao bound. The density operator may not commute for different pa-
rameter values, ρ(λ), ρ(λ�), therefore we can have troubles in defining the derivative
operator.
However here we consider the symmetric logarithmic derivative operator Lλ, such that

L[ρ(λ)]ρ(λ) + ρ(λ)L[ρ(λ)] = 2∂λρ(λ). (6.54)

Therefore we have, for the derivative appearing in Eq. (6.8)

∂λ p(x|λ) = Tr[∂λρ(λ)Π(x)] (6.55a)

= Re{Tr[ρ(λ)Π(x)Lλ]}. (6.55b)

The Fisher information F assumes the form

F[p(λ)] =
�

dx
Re{Tr[ρ(λ)Π(x)Lλ]}2

Tr[ρ(λ)Π(x)]
. (6.56)

In order to find the best achievable value of the Fisher information we should optimize
among all the possible POVM {Π(x)}.

F(p(λ)) ≤
�

dx

�����
Tr[ρ(λ)Π(x)Lλ]�

Tr[ρ(λ)Π(x)]

�����

2

=
�

dx

�����Tr
� �

ρ(λ)
�

Π(x)�
Tr[ρ(λ)Π(x)]

�
Π(x)Lλ

�
ρ(λ)

������

2

≤
�

dxTr[Π(x)Lλρ(λ)Lλ]

= Tr[Lλρ(λ)Lλ] = Tr[ρ(λ)L2
λ]. (6.57)

We define the last line of the inequality above the quantum Fisher information (QFI)

H(λ) = Tr[ρ(λ)L2
λ], (6.58)

which depends on the state and on the parameter to be estimated. Thus, we can write
the quantum Cramér-Rao bound as

Var(λ) ≥ 1
NH[ρ(λ)]

, (6.59)

where N is the number of repeated measurements. It’s important to note that the QFI
does not depend on the particular measure we choose, but only on the dependence of
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the state upon the parameter λ. Classical Fisher information is always below the QFI.
Hence the QFI approach aims to find the estimator whose Fisher information saturates
the Quantum Cramér Rao-bound, so that the measurement is optimal and the variance
is lowered to its minimum. This operation can be done globally but is more often per-
formed locally, looking for the small perturbation around a supposed true value λ.

6.2.3 | Comparison betweenQuantumFisher andBayes approaches.
The equation (6.59) gives us the maximum information we could ever extract from the
system ρ(λ) and the minimum variance we could obtain in the estimation of the pa-
rameter λ. We stress again the fact that this equation doesn’t depend on the particular
choice of the estimator. Moreover, the Fisher approach tells us that the best estimator is
the one whose classical Fisher information equals the QFI.

In the Bayesian approach we seek to find the estimator that minimizes a certain cost. But
even if what we want to minimize is the variance, we still start from completely sepa-
rated argument that make very difficult the comparison between the two approaches.
In the Bayesian approach the variance is minimized averaging above all the possible
true values for λ.

Let’s suppose we calculated the QFI for the system ρ(λ) and contemporary we have
provided one of the possible solutions to the minimization problems in Eqs. (6.33a) and
(6.33b). If the cost function is the mean square error expressed in Eq. (6.5) we can use
the Personick solution [42]. We call M̂ the MMSE operator for the parameter λ we want
to estimate. Here M̂ is a real hermitian operator M̂ = ∑i,j mi,j|i��j| and {|i�} is a basis of
the density operator ρλ. After the experiment and the measurement we are able to find
the posterior probability distribution given by:

p(i|λ) = �i|ρλ|i�. (6.60)

We can now calculate the classical Fisher information for the just obtained posterior
probability p(i|λ) and we call it F0 and compare it with the QFI for ρ(λ). Those values
are unlikely to be the same, but the procedure doesn’t stop here. We now recalculate
a new MMSE operator M̂1 with a new prior probability function p(i|λ) and calculate
a new classical Fisher information F1. The latter is going to be closer to the QFI hλ

then F0 and if we repeat this procedure enough times, we will get always closer to the
QFI, reaching it in the limit of N → ∞ experiments. This property is called asymptotic
efficiency.
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6.3 | Bayesian estimation of the optomechanical cou-
pling strength

This section contains our contributions to the Bayesian approach of quantum estimation
theory applied to a simple optomechanical system composed by a cavity and a mechan-
ical oscillator coupled together. The dynamics of the system follows the full non-linear
optomechanical Hamiltonian (h̄ = 1)

Ĥ(g) = ωc â† â + ωmb̂†b̂ + gâ† â(b̂† + b̂), (6.61)

where we have stressed the dependence upon the coupling constant g. Our goal is to
find the minimum mean square error measurement M̂min for the estimation of the pa-
rameter g. However, we need to stress the fact that any feasible experiment will perform
measurements on the optical field and not on the whole system. Therefore we will be in-
terested in the in the field density operator obtained tracing out the mechanical system.
In Chapter 2 we have given the field density operator ρF in the form

ρ̂F = trmech{|Ψ(t)� �Ψ(t)|} =
∞

∑
n,m=0

An,m |n�c �m| (6.62)

with

An,m = ana∗me−g2 f (2)n,m(t)+g f (1)n,m(t)− f (0)n,m(t), (6.63)

where the explicit forms of f (2)n,m, f (1)n,m and f (0)n,m depend on the initial state |psi�m of the me-
chanical oscillator. We assumed the initial optical density operator to be ∑n ana∗m |n� �m|
We start from Eq.Eq. (6.45), which express M̂min as a function of the operators Γ̂k, with
k = 0, 1, 2 defined in Eq. (6.40). The average minimum cost is given by Eq. (6.44). We
can evaluate all the Γ̂k by using the form of ρ̂F(g) in Eq. (2.30), thus obtaining (k = 0, 1, 2)

Γ̂k =
∞

∑
n,m=0

ana∗m A(k)
n,m exp (−γn,m) |n�c �m| , (6.64)

with

A(0)
n,m =

1
σ�

, (6.65a)

A(1)
n,m =

g0 + f (1)n,m(t)σ2

σ�3
, and (6.65b)

A(2)
n,m =

�
g0 + f (1)n,m(t)σ2

�2
+ σ2σ�2

σ�5
, (6.65c)
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where we have also introduced

γn,m =
�

2g2
0 f (2)n,m(t)− 2g0 f (1)n,m(t) + 2 f (0)n,m(t)σ�2 −

�
f (1)n,m(t)

�2
σ2���2σ�2

�
, (6.66a)

σ�2 = 2 f (2)n,m(t)σ2 + 1. (6.66b)

The simplest non-trivial case results when an = 0 for n > 1 in Eq. (2.23). In order to max-
imize the absolute values of the off-diagonal elements of the density matrix we choose
a0 = a1 = 1/

√
2. This specific choice is due to the fact that the unknown parameter g

is only present in the off-diagonal elements, as can be seen from Eqs. (2.32). Here, the
estimate g̃ is simply one of the two eigenvalues of M̂min, which turn up as a result of
applying the two projective measurements defined by their accompanied eigenvectors.
Furthermore, we need to define the a priori probabilty density function z(g) of the esti-
manda g. We choose g to be normal distributed around g0 with variance σ, i.e.

z(g) =
1√

2πσ2
e−

(g−g0)
2

2σ2 . (6.67)

We set

g0 =
ωc

L

�
�x̂2�0 =

ωc

L

�
h̄

2mωm
, and (6.68a)

σ2 =
�ωc

L

�2�
�x̂4�0 − �x̂2�20 =

�ωc

L

�2 h̄√
2mωm

, (6.68b)

where L is the length of the cavity, m is the mass of the mechanical oscillator, and
�Â�0 is the expectation value of operator Â, acting only on the Hilbert space of the
mechanical oscillator, in the ground state [8, 9]. For the sake of simplicity we perform
our calculations in the rotating frame of the single-mode field, i.e., ρ̂F → Ûρ̂FÛ† with
Û = exp{−iωct â† â}.

6.3.0.1 | Coherent state

We determine M̂min from the Γ̂k in Eq. (6.64) by using Eq. (6.45). One can obtain ana-
lytical results taking the explicit forms of the functions f (i) for the coherent state (see
Eqs. (2.32)), (with i = 0, 1, 2) and substituting them in Eq. (6.64); however, due to their
complex structure we omit their explicit presentation here. Instead, we focus on nu-
merical solutions. First, we investigate the average minimum cost of error C̄min; Fig. 6.1
shows C̄min as a function of time, which decreases until it reaches its minimum and then
returns asymptotically to its initial value, which is equal to σ2. At t = 0, where no inter-
action occurred, the eigenvalues of M̂min are g0 and zero. The probability of measuring
the eigenvalue zero is zero and therefore the estimate is g0. It is immediate from the
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Figure 6.1: The average minimum cost of error C̄min/ω2
m, as a function of ωmt. We

consider the amplitude α of the initial coherent state of the mechanical oscillator to be
real; see Eqs. (2.32). We set g0/ωm = 1 and σ/ωm = 2−1/4. All curves are characterized
by one global minimum which decreases with increasing α.

form of the prior probability distribution z(g) in Eq. (6.67) that the average minimum
cost of error is σ2, or simply the variance of z(g), at t = 0.

In the opposite limit, t → ∞, the average minimum cost of error C̄min is also σ2; however,
the estimates or the eigenvalues of M̂min are g0, as can be seen in Fig. 6.2. This means
that for long interaction times the inference of the parameter g from the measurement
data only yields the mean g0 of the probability distribution z(g). Since the average
minimum cost of error attains its maximum at both t = 0 and t → ∞, we are going
to neglect these situations and focus on intermediate times, when C̄min decreases. The
fact that average minimum cost of error reaches a minimum at a finite time implies the
existence of a particular duration for the interaction that yields the greatest amount of
information on g. For each set of parameters, we can determine the time t∗ as the time
when C̄min reaches its minimum value. We can work backwards to obtain the specific
M̂∗

min = M̂min(t = t∗) to be measured, which is the measurement that best protects
against information loss.

The value of α, the amplitude of the initial mechanical oscillator coherent state, has a
strong influence on the value of t∗. We show in Fig. 6.1 that the limit α → ∞, with
α ∈ R, results in t∗ = 0 and the lowest observed value for C̄min ≈ 0.636σ2. However,
the eigenvalues of M̂∗

min are still zero and g0 at t = 0, from which it follows that highly
excited initial states of the mechanical oscillator result in an estimation scenario where
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Figure 6.2: The two eigenvalues of the operator M̂min to be measured, shown as a func-
tion of ωmt. We set g0/ωm = 1, σ/ωm = 2−1/4, and α = 0. The initial value of the
two eigenvalues are g0 and zero. There is a jump in these values when ωmt becomes
larger than zero, i.e., when the interaction is turned on. For large interaction times, the
eigenvalues tend to the same value g0.

measuring M∗
min merely reinforces prior knowledge and yields only the mean g0 of the

prior probability distribution z(g). In the next step, we investigate the position of the
minimum for α ∈ C, to deduce its dependence on the phase of α. Fig. 6.3 shows a
shift of t∗ towards higher values and an increase of the minimum value of C̄min as the
imaginary part of α gets larger. We see that the case with very large |α| may lead to
inconclusive measurement scenarios because C̄min is only significantly smaller than its
maximum for a short time period. This observation is of significance in the discussion
of initial thermal states, since it implies that higher initial temperatures will degrade the
quality of the estimation procedure.
Let us turn our attention to M̂∗

min, which has already been defined as the optimal mea-
surement, made at the time t∗ that minimizes the average minimum cost of error. Every
outcome of the measurement of M̂∗

min is an estimate of g. The most important quantity
for a possible experimental implementation is the average estimate at t = t∗

h(g) = tr{M̂∗
minρ̂F(g)}. (6.69)

Thus, measurement data determine the value of h(g). From this, one may deduce the
value of g. In Fig. 6.4, we show the curves of h(g) for different values of the real pa-
rameter α. t∗ is independently calculated for each specific initial state. When α = 0, the
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Figure 6.3: The average minimum cost of error C̄min/ω2
m as a function of ωmt. We set

g0/ωm = 1 and σ/ωm = 2−1/4. The imaginary part of α shifts the value of the minimum
to the right. Minima occurring at longer times are also less pronounced. Top: |α| = 1.
Bottom: |α| = 5.

average estimator is an even function of g. This is a direct consequence of our particular
choice of the cost function (6.36), which is also an even function.

Before turning our attention to initial thermal states, let us conclude this section by
summarizing the measurement procedure. Given a specific initial state, the system is
allowed to evolve for a time t∗. At this point in time, one would conduct a measurement
of M̂∗

min. This process is repeated, obtaining an average measurement, h(g). Using
calculations of the kind shown in Fig. 6.4 allows one to work backward and obtain g.

6.3.0.2 | Thermal state

Similar to the case for an initial coherent state for the mechanical oscillator, an initial
thermal state exhibits an average minimum cost of error C̄min that is equal to σ2 for
t = 0 and t → ∞. In these limits, the eigenvalues of M̂min have the same values as
for the coherent state, so our earlier observations hold for the present case as well. In
Fig. 6.5, we show the time dependence of C̄min and the average estimator h(g) for differ-
ent average phonon numbers nth obtained from the density matrix (2.30) with the help
of the expressions in Eq. (2.45). One can observe that an increase in the value of nth

increases C̄min for most times, while it does not induce any significant change in the av-
erage estimator h(g). Furthermore, the oscillations seen in Fig. 6.1 for longer interaction
times are damped by the increase of nth. Thus, in the context of this optimal estimation
scenario the lower the temperature T of the mechanical oscillator, the less sensitive is the
average minimum cost of error. This provides additional impetus to one of the central
pillars of optomechanical experiments, which is to cool down the mechanical oscillator
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Figure 6.4: The average estimator h(g)/ωm as a function of g/ωm. We consider the
amplitude α of the initial coherent state of the mechanical oscillator to be real. We set
g0/ωm = 1 and σ/ωm = 2−1/4. The time is such that the average minimum cost of
error C̄min attains its minimum. The mean value g0 of the prior probability distribution
function z(g) is depicted by a vertical line.

to temperatures as low as possible [8].

6.3.0.3 | Squeezed state

We make use of Eqs. (2.55) to construct the density matrix in Eq. (2.31). The properties of
C̄min and M̂min for t = 0 and t → ∞ are essentially the same as in the two cases discussed
above. Let us recall that, in our discussion above, we showed that for an initial coherent
state |α� of the mechanical oscillator large |α|2 reduces the average minimum cost of
error C̄min, but at the expense of pushing the minimum towards very short interaction
times, which leads to inconclusive measurement scenarios. In our discussion above we
also identified a preferable scenario where |α|2 is large but with approximately equal
real and imaginary parts. In the case of initial squeezed states, Fig. 6.6 shows an inter-
esting effect, namely the squeezing parameter ζ may also reduce the average minimum
cost of error. The average estimator h(g) is again an even function, this time because we
have chosen two squeezed states without displacement. The cost of error C̄min attains a
minimum when the squeezing angle lies between the position and momentum quadra-
tures of the oscillator. This can be understood as an effective continuous sampling of
the noise ellipse during the evolution of the system for the first fraction of a mechanical

134



6.3. Bayesian estimation of the optomechanical coupling strength

nth=1

nth=10

nth=100

nth=1000

0 2 4 6 8
0.62

0.64

0.66

0.68

0.70

�mt

C
m
in
/�

m2 nth=1

nth=10

nth=100

- 10 - 5 0 5 10

0.85

0.90

0.95

1.00

1.05

1.10

1.15

1.20

g/�m

h
(g
)/

�

m

Figure 6.5: Left: The average minimum cost of error C̄min/ω2
m as a function of ωmt. We

set g0/ωm = 1 and σ/ωm = 2−1/4. The oscillations at ωmt ≈ 2π are damped by the
increase of the average phonon number nth. Right: The average estimator h(g)/ωm as a
function of g/ωm. The time is such that the average minimum cost of error C̄min attains
its minimum. The mean value g0 of the prior probability distribution function z(g) is
depicted by a vertical line.
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Figure 6.6: Left: The average minimum cost of error C̄min/ω2
m as a function of ωmt.

We set g0/ωm = 1 and σ/ωm = 2−1/4. The case without squeezing, i.e, ζ = 0, has
identical behavior to that in Fig. 6.1. Right The average estimator h(g)/ωm as a function
of g/ωm for α = 0. The time is such that the average minimum cost of error C̄min attains
its minimum. The mean value g0 of the prior probability distribution function z(g) is
depicted by a vertical line.

time-period. Squeezing along either position or momentum quadrature will result in a
greater uncertainty, whereas squeezing at an angle half-way between these two quadra-
tures allows the measurement to take place with the least possible uncertainty.
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Figure 6.7: The average minimum cost of error C̄min/ω2
m as a function of ωmt for dif-

ferent initial states of the optical field. We set g0/ωm = 1, σ/ωm = 2−1/4, and the
mechanical oscillator initially in the ground state. |ψN�c, defined in Eq. (6.70), is the
initial optical state.

6.3.0.4 | Different initial photonic states

So far we have discussed in detail the estimation problem of the optomechanical cou-
pling g for the simplest initial state of the single-mode field. In this section, we consider
the situation where the optical field may have more than one photon, and where the
mechanical oscillator is initially in the ground state. Since ρ̂F(g) depends on g only
in its off-diagonal elements, we therefore set the amplitude of all participating photon
number states to be equal. This ensures the maximum allowed absolute value for the
off-diagonal elements in the density matrix. Due to the added complexity of dealing
with Eq. (6.45) we restrict our comparison to the following family of initial states of the
optical field, indexed by the parameter N = 2, 3, 4:

|ψN�c =
N−1

∑
n=0

an |n�c =
1√
N

N−1

∑
n=0

|n�c . (6.70)

Our earlier investigations consider exclusively the case N = 2.
Fig. 6.7 shows that the average minimum cost of error is reduced as the number of the
photons in the initial state increases. This can be understood by examining carefully the
Hamiltonian in Eq. (6.61), which reveals that the interaction between the single mode
field and the mechanical oscillator gets stronger with increased number of participating
photons. Thus, we have a better chance to estimate the optomechanical coupling g. The
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Figure 6.8: The average estimator h(g)/ωm as a function of g/ωm. We set g0/ωm = 1,
σ/ωm = 2−1/4, and the mechanical oscillator initially in the ground state. The time is
such that the average minimum cost of error C̄min attains its minimum. The mean value
g0 of the prior probability distribution function z(g) is depicted by a vertical line.

time t∗ when C̄min attains its minimum does not change markedly with N. We have also
calculated the average estimator h(g) for t∗; Fig. 6.8 shows the three curves obtained.
Since the mechanical oscillator is initially in the ground state in every case, all curves
are even.

6.4 | Quantum Cramér–Rao-type inequality
In the preceding sections we discussed the properties of the optimum Hermitian oper-
ator M̂min which minimizes the average cost in Eq. (6.3), and the eigenvalues of which
are the estimates of the unknown optomechanical coupling strength g. An important
task is to find out the accuracy with which g can be estimated. We would like to employ
here the quantum Cramér–Rao inequality, which is widely used in the case of unbiased
estimators [168, 169]. In the present case, however, we have a biased estimator

tr
�

ρ̂F(g)(M̂min − gÎ)
�
= f (g), (6.71)

where f (g) is the bias of the estimation and is not necessarily equal to zero. To properly
account for this situation, we have to review the derivation of the Cramér–Rao inequal-
ity.
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Let us first, however, deal with an extra issue regarding the derivative of the density
matrix ρ̂F(g) with respect to the parameter g. For concreteness, let us recall the density
matrix ρ̂F(g) from Eq. (2.30), together with Eqs. (2.32), and observe that

ρ̂F(g) =
∞

∑
n,m=0

ana∗me−a1(n−m)2+a2(n2−m2)−a3(n−m) |n� �m| , (6.72)

where

a1 =
g2

ω2
m

�
1− cos(ωmt)

�
, (6.73)

a2 =i
g2

ω2
m

�
ωmt− sin(ωmt)

�
, and (6.74)

a3 =iωct− g
ωm

�
α∗(1− eiωmt)− α(1− e−iωmt)

�
. (6.75)

Therefore,

∂ρ̂F(g)
∂g

= −∂a1

∂g
�
â† â,

�
â† â, ρ̂F(g)

��
+

∂a2

∂g
�
(â† â)2, ρ̂F(g)

�
− ∂a3

∂g
�
â† â, ρ̂F(g)

�
= L

�
ρ̂F(g)

�
,

(6.76)

which demonstrates that L
�
ρ̂F(g)

�
does not have the form of either a right logarith-

mic or a symmetrized logarithmic derivative of the density matrix ρ̂F(g) by default.
Therefore, we need the spectral decomposition of ρ̂F(g) to construct at least the sym-
metrized logarithmic derivative operator, which is very challenging due to the fact that
we have to deal with states defined on an infinite dimensional Hilbert space. Although
this problem can be easily circumvented in numerical simulations, here we are moti-
vated to derive an analytically expressible lower bound. This situation will result in a
departure from the standard analysis [169]. In the standard proof, a Cauchy–Schwartz–
Bunyakovsky inequality is employed, which suggests that in our new situation we
would have to introduce the operator ρ̂−1/2

F (g). This operator does not exist when the
spectrum of ρ̂F(g) contains zero (e.g., a pure state). We avoid this situation by following
a different path.
In order to derive a lower bound for the mean-squared error,

MSE
�

M̂min
�
= tr

�
ρ̂F(g)(M̂min − gÎ)2

�
, (6.77)

we define
x1(g) = tr

�
ρ̂2

F(g)M̂min
�

, (6.78)

and then we differentiate both sides with respect to the parameter g,

tr

��
∂ρ̂F(g)

∂g
ρ̂F(g) + ρ̂F(g)

∂ρ̂F(g)
∂g

�
M̂min

�
= x�1(g). (6.79)
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Figure 6.9: The lower bound of the mean-squared error as a function of g/ωm. We set
g0/ωm = 1 and σ/ωm = 2−1/4. The time is such that the average minimum cost of
error C̄min attains its minimum. Compare the top figure with Fig. 6.1, and the bottom
two with Fig. 6.3. See also Fig. 6.4 for the corresponding average estimator.

We also define x2(g) = tr
�

ρ̂2
F(g)

�
, and find

tr

��
∂ρ̂F(g)

∂g
ρ̂F(g) + ρ̂F(g)

∂ρ̂F(g)
∂g

�
gÎ

�
= gx�2(g). (6.80)

Subtracting Eq. (6.80) from Eq. (6.79), we obtain

tr

��
∂ρ̂F(g)

∂g
ρ̂F(g) + ρ̂F(g)

∂ρ̂F(g)
∂g

�
(M̂min − gÎ)

�
= x�1(g)− gx�2(g)

= x(g), (6.81)

where the last equality defines the function x(g). We make use of Eq. (6.76) and write
Eq. (6.81) as

tr
��

L
�
ρ̂F
�
ρ̂F + ρ̂FL

�
ρ̂F
��
(M̂min − gÎ)

�
= x(g), (6.82)

where for the sake of notational simplicity we have omitted the argument g of ρ̂F(g).
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Figure 6.10: The lower bound of the mean-squared error as a function of g/ωm. The
curves were evaluated using the method and the parameters of Fig. 6.5.

Before continuing, we discuss an issue connected with the boundedness of ρ̂F. The
Banach space of the Hilbert–Schmidt operators is defined as

B2(H) :=
�

X̂ ∈ B(H) : tr{X̂†X̂} < ∞
�

, (6.83)

where B(H) is Banach space of all bounded operators defined on the Hilbert space H.
The space B2(H) with the inner product

�A, B� = tr{A†B}, (6.84)

where A, B ∈ B2(H), is a Hilbert space [170]. The Cauchy–Schwartz–Bunyakovsky
inequality reads

|tr{A†B}| � tr{A† A} tr{B†B}. (6.85)

In our case the Hilbert space is the symmetric Fock space, i.e., H = Γs(C), and L con-
tains powers of â† â, which is an unbounded operator. This clearly shows that our proof
is limited to density matrices which fulfill the conditions ρ̂1/2

F (â† â)2ρ̂F, ρ̂1/2
F â† âρ̂F â† â ∈

B2
�
Γs(C)

�
. These conditions, together with the cyclic property of the trace, imply that

ρ̂1/2
F L (ρ̂F) is a Hilbert–Schmidt operator. Similarly, the condition ρ̂1/2

F M̂min ∈ B2
�
Γs(C)

�

may restrict further the set of the density matrices. In other words, there are restrictions
on the choice of the an in the initial state Eq. (2.23). In the case of finite dimensional
examples, i.e, if there exists an N > 0 such that an = 0 for n � N, these complications
do not arise, because all matrices are Hilbert–Schmidt operators. This is the typical case
encountered in numerical simulations.
Now, provided that ρ̂1/2

F L
�
ρ̂F
�

and ρ̂1/2
F M̂min are Hilbert–Schmidt operators, Eq. (6.82)

implies

|x(g)| =
���tr
�
L(ρ̂F)ρ̂

1/2
F ρ̂1/2

F (M̂min − gÎ)
�
+ tr

�
ρ̂1/2

F L(ρ̂F)(M̂min − gÎ)ρ̂1/2
F

����. (6.86)
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Figure 6.11: The lower bound of the mean-squared error as a function of g/ωm. The
curves were evaluated using the method and the parameters of Fig. 6.6.
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Figure 6.12: The lower bound of the mean-squared error as a function of g/ωm. The
curves were evaluated using the method and the parameters of Fig. 6.8.
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Applying first the subadditivity of the absolute value and then the Cauchy–Schwartz–
Bunyakovsky inequality (6.85) twice, we find

|x(g)| � 2 tr
�

ρ̂F
�
L
�
ρ̂F
��2
�

Var
�

M̂min − gÎ
�
, (6.87)

where we have used the fact that
�
L
�
ρ̂F
��†

= L
�
ρ̂F
�
, as can be deduced from Eq. (6.76).

Finally, we obtain a lower bound for the mean-squared error

MSE
�

M̂min
�
� |x(g)|

2 tr
�

ρ̂F
�
L
�
ρ̂F
��2
� . (6.88)

The quantity on the right of this inequality is very similar to the standard quantum
Cramér–Rao bound. In this expression, the function of x(g) in the numerator represents
the fact that the estimator is biased, and includes information about the purity of the
density matrix ρ̂F(g). The denominator has a similar but slightly more complicated
structure than the quantum Fisher information [171], due to our approach to finding the
derivative of ρ̂F(g) with respect to the optomechanical coupling g.
We shall now apply the technique we just described to study the same cases as we did
above, allowing us to study how the the mean-squared error behaves in each case.

6.4.0.1 | Coherent state

We investigate numerically the lower bound of the mean-squared error. We consider
g0 and σ to be the same as in Eqs. (6.68). In Fig. 6.9, we recall the results of Figs. 6.1
and 6.3, and show the behavior of the lower bound of the mean-squared error as a
function of g/ωm. The most interesting feature occurs when |α| grows, where the lower
bound is the smallest. This may seem to suggest that measurement strategies perform
better under these conditions. However, this in apparent contrast with our findings in
Sec. 2.2.1. What we can deduce is that measurements made with large |α| may simply
return g0, i.e., our prior expectation, for the value of the coupling strength. In such
circumstances, we gain no information about the system; these scenarios are therefore
to be avoided.

6.4.0.2 | Thermal state

Let us consider again the parameters of Fig. 6.5, where we have seen that the average
estimator is insensitive to the change of the average phonon number nth, i.e., the change
in the temperature of the mechanical oscillator. Here, we observe the same effect for
the lower bound of the mean-squared error, (see Fig. 6.10). These findings indicate that
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the accuracy of the measurements cannot be improved or worsened with the change
of the nth. However, we have demonstrated an increase in the average minimum cost
of error as nth is increasing. Therefore, in accordance with intuition, high temperatures
once again lead to inconclusive estimation results.

6.4.0.3 | Squeezed state

As we have seen in Fig. 6.6 for the average minimum cost of error, squeezing is beneficial
in the sense of reducing the mean-squared error. In Fig. 6.11 we see the lower bound of
the mean-squared error may also be reduced by squeezing, in a manner that depends
highly on the squeezing angle as well as the magnitude of the squeezing. This is, once
again, in accordance with our earlier arguments and with intuition.

6.4.0.4 | Different initial photon states

Finally, we compare the lower bound of the mean-squared error for the three different
initial single-mode field states given in Eq. (6.70), with the mechanical oscillator again
assumed to be in its ground state. The time t∗, when the average minimum cost of error
C̄min attains its minimum is taken to be the same as in Fig. 6.8. The lower bound of the
mean-squared error, as shown in Fig. 6.12, generally decreases with the photon number
states in the initial state. This is in agreement with our findings in Fig. 6.7, namely that
the average minimum cost of error is reduced by the increase of the photon number
states. This also suggests that the initial preparation of the optical field is crucial to the
outcome of the estimation procedure, with an equally weighted superposition of many
photon number states being preferable. For ranges of values of g, however, either this
improvement with increasing N is not seen, or in some cases, the situation worsens as
N increases.
We conclude from this qualitative assessment that preparation of initial states of both
the optical field and mechanical oscillator is crucial to obtaining more precise measure-
ment outcomes, and consequently better estimations of the optomechanical coupling
strength.

6.5 | Optimal estimationofmatter–field coupling strength
in the dipole approximation

This section is taken from our paper [2]. Here we continue our investigations of the
Bayesian-inference approach with a focus on one-parameter estimation scenarios in or-

143



6.5. Optimal estimation of matter–field coupling strength in the dipole approximation

der to gain a better insight into the properties of the estimators [1]. We shall consider
the problem of estimating the dipole coupling of matter–field interactions [172]. Due to
the widespread applications of these interactions in, e.g., quantum communication [74],
a precise determination of the dipole coupling has increasing technological, as well as
fundamental, relevance. While quantum electrodynamics gives a straightforward recipe
for calculating this matter–field coupling [77], experimental limitations on precision in-
herently introduce probabilistic variations in this parameter. Therefore, the only way
to gain some knowledge is to perform measurements on the physical system and ob-
tain data, from which the value of the dipole coupling can be inferred. A possible way
of doing this optimally is the application of the Bayesian-inference approach. In addi-
tion to the determination of the minimum mean–square error estimator for a Gaussian
p.d.f. [1], we now consider also a uniform prior p.d.f., and perform our calculations
using both the minimum mean–square error and the maximum likelihood estimators.
The method presented in the previous section and elaborated upon here should be dis-
tinguished from the quantum Fisher information approach [173], which has also been
successfully applied to systems with matter–field interactions [174, 175].
In our model, two-level systems (TLSs) transit through a cavity supporting a single-
mode of the radiation field and are then measured. We trace out the single-mode ra-
diation field and concentrate on the resulting density matrix, subject to the quantum
estimation procedure. Spontaneous decay of the TLS is also taken into account. In the
case of the minimum mean–square error estimator we invoke the method applied in
our previous work [1], demonstrating that the resulting optimal detection strategy can
be related to implementable measurement setups in experimentally relevant situations.
The problem of determining the maximum likelihood estimator is centered around the
resolution of identity and integration with respect to an operator valued measure, see
Dobrakov’s integral in Ref. [176]. Due to our motivations being rooted in physics we
choose to avoid generalized theories of the Lebesgue integral [177], instead making a
simple ansatz for the POVM with the help of square-integrable functions. This con-
struction allows us to determine the maximum likelihood estimators for both the uni-
form and Gaussian prior p.d.f. We will present numerical calculations of the average
cost functions, the average estimates and lower bounds of the mean–squared error of
the obtained biased estimators.
This section is organized as follows. In Sec. 6.5.1 we discuss the model and determine
the state of the TLS following its interaction with the single-mode radiation field. Spon-
taneous decay of the TLS is also considered. In Sec. 6.6.1 we recapitulate some basic facts
about quantum estimation theory and introduce the formalism used throughout the
whole manuscript. We then address the problem of determining the minimum mean–
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square error estimator in Sec. 6.6.2. In Sec. 6.5.2 maximum likelihood estimators are
discussed. Finally, we discuss our work and draw our conclusions in Sec. 6.5.3.

6.5.1 | The Jaynes-Cumming model
In this section we discuss a cavity QED model consisting a two-level system (TLS) inter-
acting with a single-mode electromagnetic cavity. The TLS, generally implemented as a
flying atom, is injected into the cavity and emerges from the cavity and is detected after
interacting with the electromagnetic field. The setup, illustrated in Fig. 6.13, is one of
the best suited for our estimation procedure, because it is under exquisite experimental
control [172, 178], and because it allows repeated measurements to be made using sev-
eral TLS interacting sequentially with the field. In fact, this is a very important point in
estimation scenarios because the use of N independent and identical systems reduces
the lower bound of the estimation accuracy by a factor of N−1 [53]. Therefore, it is as-
sumed that before each TLS enters the cavity, the single-mode field is always reset to
the same initial state. The state of each TLS entering the cavity is also assumed to be
the same. In practice, the controlled motion of an atom into and out of the cavity may
be realized using an optical conveyor belt, i.e., a moving dipole trap, into which atoms
are loaded from a magneto–optical trap. In our discussion, we present the solution to
this elementary model and determine the state of the atom by tracing out the state of
the electromagnetic field. The optimal estimator for the matter–field coupling will be
subsequently determined for each presented estimation scenario.
Let us consider a TLS with ground state |g� and excited state |e�. Cavity leakage and
spontaneous decay of the TLS are present; nonetheless, it is assumed that the coupling
strength of the matter–field interaction is much larger than the damping rate of the two
decoherence sources. Therefore, the joint TLS–field state during the matter–field inter-
action time can effectively be described by a purely unitary evolution. In the dipole
and rotating–wave approximations, the Hamiltonian in the time-independent interac-
tion picture reads [179, 180] (h̄ = 1):

Ĥ = Δ
2 σ̂z + g(âσ̂+ + â†σ̂−), (6.89)

where σ̂z = |e� �e| − |g� �g|, and σ̂+ = |e� �g| is the raising and σ̂− = |g� �e| the low-
ering operator. â and â† are the annihilation and creation operators of the field mode.
Δ = ωe↔g − ωc is the detuning between the cavity field mode resonance frequency ωc

and the TLS transition frequency ωe↔g. Finally, g is the dipole coupling strength, which
involves the normalized mode function of the single-mode radiation field and the tran-
sition dipole moment between |g� and |e�.
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MOT

Figure 6.13: Schematic representation of a quantum estimation scenario based on cavity
QED. The atoms (grey dots) implementing the two-level systems are captured from a
background gas by a magneto–optical trap and loaded into an optical conveyor belt. The
atoms move with the help of the conveyor belt into and out of the cavity and towards a
detector. The transition frequency of the atom is ωe↔g. Further details about the scheme
are in the text.

We suppose that at t = 0 there are no correlations between the field and the TLS. Fur-
thermore, we set the TLS to be initially in the excited state. Thus, our general initial
quantum state reads

|ψ(t = 0)� = |e� ⊗
∞

∑
n=0

an |n� , (6.90)

where |n� (n ∈ N0) are the normalized photon number states and ∑∞
n=0|an|2 = 1. The

time evolution is governed by the Schrödinger equation acting on the initial state (6.90)
yields

|ψ(t)� =
∞

∑
n=1

ce,n−1(t) |e, n− 1�+ cg,n(t) |g, n� , (6.91)

where [77]

ce,n−1(t) = e−i Δt
2

�
cos(λnt) + i

Δ
2λn

sin(λnt)
�

an−1,

cg,n(t) = −iei Δt
2

g
√

n
λn

sin(λnt)an−1,

and where λn =
�

Δ2/4 + g2n is the effective Rabi frequency. The state of the TLS upon
emerging from the cavity is obtained by tracing out the state of the field,

ρ̂(g, t) = TrF{|ψ(t)� �ψ(t)|}

=

�
aee(t) aeg(t)
a∗eg(t) 1− aee(t)

�
, (6.92)
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where

aee(t) =
∞

∑
n=1

|an−1|2
�

cos2(λnt) +
Δ2

4λ2
n

sin2(λnt)
�

, (6.93)

aeg(t) =
∞

∑
n=1

ana∗n−1

�
cos(λn+1t) + i

Δ
2λn+1

sin(λn+1t)
�

× ig
√

n
λn

sin(λnt)e−iΔt. (6.94)

In the next stage of the experiment, the TLS flies from the cavity to the detector. During
this time spontaneous emission may occur. We include this effect in our calculations by
using a simple Markovian description

dρ̂

dt
= γ

2 (2σ̂−ρ̂σ̂+ − σ̂+σ̂−ρ̂− ρ̂σ̂+σ̂−) , (6.95)

where γ is the spontaneous emission rate of the TLS. Equation (6.95) is written in the
frame rotating at the resonance frequency of the TLS. Two characteristic times enter our
discussion: τc, the duration of the matter–field interaction in the cavity, and τf , the flying
time from the cavity to the detector. The solution in Eq. (6.92) at t = τc can be considered
as the initial condition for Eq. (6.95). Thus, the state of the TLS reaching the detector is

ρ̂(g) =

�
aee(g, τc)e−γτf aeg(g, τc)e−γτf /2

a∗eg(g, τc)e−γτf /2 1− aee(g, τc)e−γτf

�
. (6.96)

Equation (6.96) yields a complete description of our setup and it applies to all the pos-
sible initial conditions of the field. A major theme of our subsequent discussion will be
the analysis of Eq. (6.96) in the context of quantum estimation theory, where we shall
seek optimal estimators for the coupling strength g.

The Bayesian formulation of the estimation problem seeks for the best estimator which
minimizes the average cost of its application. In order to solve this estimation problem
we have to provide an a priori p.d.f. z(g) of g to be estimated and a cost function C(g̃, g),
which asses the cost of error in the estimate. Now, combining the Bayesian estimation
procedure with the strategy represented by the POVM and including the integral repre-
sentation, we obtain for the average cost, Eq. (6.3),

C̄ = Tr
��

Θ
dg
�

Θ
dΠ̂(g̃)z(g)C(g̃, g)ρ̂(g)

�
. (6.97)

We are looking for the dΠ̂(g̃) which minimizes C̄. Our problem has thus been rephrased
as a variational problem formulated on the space of all POVMs. In order to solve this
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problem one ought to first define C(g̃, g). In this section we will employ the frequently
used quadratic cost function

C(g̃, g) = (g̃− g)2, (6.98)

which leads to the minimum mean–square error (MMSE) estimator, and the delta-valued
cost function

C(g̃, g) = −δ(g̃− g), (6.99)

which leads to the maximum likelihood (ML) estimator [53].
In the following sections we will investigate both the MMSE and the ML estimation
scenarios for different prior probabilistic density functions. In order to gain insight into
the structure of M̂min for this particular system, let us concentrate on resonant interac-
tions Δ = ωe↔g − ωc = 0. We also consider the initial state of the single-mode field in
Eq. (6.90) to be the ground state, a0 = 1. In this caseEq. (6.96) reads

ρ̂(g) =

�
cos2(gτc)e−γτf 0

0 1− cos2(gτc)e−γτf

�
. (6.100)

We assume that the random variable g to be estimated is characterized by its mean
value g0 and variance σ2, as we didi in Sec. 6.3. In order to connect these parameters
to experimental setups, we start with the position-dependent dipole coupling of the
matter–field interaction [77],

g(�rq) = −
�

h̄ωc

2�0
�g| �̂d |e� · �u(�rq)/h̄,

where �̂d is the dipole operator, �0 the permittivity of vacuum, and�rq the position vector.
The normalized mode function of the single-mode radiation field, �u(�r), is a solution to
the Helmholtz equation and fulfills the Coulomb gauge and the cavity boundary condi-
tions. However, every passing TLS also experiences changes in the dipole coupling due
to the waist of the field mode. Experimental studies usually integrate the collected data
over the flying time through the cavity and thus obtain an average coupling strength g0;
cf., for example, Ref. [181]. This method results also in a variance σ2 of the measured
coupling strength. In the following, we are going to discuss two prior p.d.f. whose mean
values and variances coincide with the values defined here.

6.5.1.1 | Gaussian probability density function

In this subsection we consider Θ = R and the prior p.d.f.

z(g) =
1√

2πσ2
e−

(g−g0)
2

2σ2 , g ∈ Θ. (6.101)
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As z(g) and the density matrix in Eq. (6.100) are given, the operators defined in Eq. (6.40)
can be evaluated explicitly, yielding

Γ̂0 =

�
ae−γτf 0

0 1− ae−γτf

�
,

a =
1 + e−2σ2τ2

c cos(2g0τc)

2
,

Γ̂1 =

�
be−γτf 0

0 g0 − be−γτf

�
,

b =
g0 + e−2σ2τ2

c
�
g0 cos(2g0τc)− 2σ2τc sin(2g0τc)

�

2
,

Γ̂2 =

�
ce−γτf 0

0 g2
0 + σ2 − ce−γτf

�
,

and

c =
(g2

0 + σ2)
�
1 + e−2σ2τ2

c cos(2g0τc)
�

2
− 2g0σ2τce−2σ2τ2

c sin(2g0τc)

−2σ4τ2
c e−2σ2τ2

c cos(2g0τc).

Now, Eq. (6.45) can be directly calculated and the MMSE estimator reads

M̂min =




b
a 0

0 g0−be−γτf

1−ae−γτf


 . (6.102)

The average minimum cost of error is

C̄min = g2
0 + σ2 −

�
g0 − be−γτf

1− ae−γτf

�2

−ae−γτf

�
b2

a2 −
�

g0 − be−γτf

1− ae−γτf

�2
�

.

To illustrate the meaning of the MMSE estimator M̂min and the average minimum cost
of error C̄min we consider a situation where the experimentalist, based on their prior
expectations of the coupling strength g, sets the duration of the matter–field interaction
τc = π/(2g0). This reflects the fact that the experimentalist expects the TLS to emit a
photon into the field mode and fly towards the detectors in its ground state. This setup
yields

M̂min =

�
g0 0
0 g0

�
, C̄min = σ2,
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which means that the estimates g̃ are always, g0 no regardless of the result of the mea-
surement. Furthermore, the average minimum cost of error is σ2. Thus, this scenario
simply reinforces prior expectations on the true value of g. Another inconclusive setup
would be when τc = π/g0, i.e., the experimentalist expects that the TLS will not emit a
photon into the field mode.
A much more interesting scenario is when τc = π/(4g0) or in other words the experi-
mentalist expects the TLS to emit a photon with 50% probability. Now, we have

M̂min =




g0 − σ2π
2g0

e
− π2

8
σ2

g2
0 0

0 g0 +
σ2π
2g0

1
2eγτf −1

e
− π2

8
σ2

g2
0


 ,

and

C̄min = σ2 − σ4π2

4g2
0

1
2eγτf − 1

e
− π2

4
σ2

g2
0 .

Measuring the TLS in the excited state results the estimate

g̃ = g0 −
σ2π

2g0
e
− π2

8
σ2

g2
0 ,

with probability

p = cos2
�

π

4
g
g0

�
e−γτf .

The destructive effects of the spontaneous decay are revealed here, because when γτf �
1 this probability reduces to zero and therefore the measurement cannot obtain the esti-
mate belonging to the excited state of the TLS. When the measurement yields the other
outcome, the state is projected onto the ground state of the TLS, and the resulting esti-
mate is

g̃ = g0 +
σ2π

2g0

1
2eγτf − 1

e
− π2

8
σ2

g2
0

with probability

p = 1− cos2
�

π

4
g
g0

�
e−γτf . (6.103)

When γτf � 1, this result is obtained with certainty, and the resulting estimate is simply
g0 and C̄min = σ2. Again our prior expectations of the true value of g are reinforced. In
general, the average estimate is

E[g̃ |g] = Tr{M̂minρ̂(g)}

= g0 − cos
�

π

2
g
g0

�
σ2π

2g0

1
2eγτf − 1

e
− π2

8
σ2

g2
0 , (6.104)
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which is conditioned on the true value of g. Performing several measurements with
identical TLSs yields an average estimate from which one may deduce the value of g.
When the standard deviation σ of the prior p.d.f. is set very large compared to the prior
mean g0 � σ, we allow the true value of g to be far from the prior mean. In this context
the estimates turn out to be again g0 and accordingly the average minimum cost of error
is σ2. In the case when the true value of g is g0, we find E[g̃ |g0] = g0.
In the next step, the accuracy with which g can be estimated is characterized by the
mean–squared error E

�
(g̃− g)2|g

�
. The lower bound of the mean–squared error is given

by a quantum Cramér–Rao-type inequality [53]

E
�
(g̃− g)2|g

�
= Tr

��
M̂min − gÎ

�2
ρ̂(g)

�
� |x�(g)|

Tr
�

ρ̂(g)L̂2
� , (6.105)

where
x�(g) = Tr{M̂min

∂

∂g
ρ̂(g)},

and the symmetrized logarithmic derivative L̂ of the density matrix ρ̂(g) is defined as

∂ρ̂(g)
∂g

=
1
2
�
L̂ρ̂(g) + ρ̂(g)L̂

�
.

If we consider the spectral decomposition

ρ̂(g) = cos2(gτc)e−γτf |e� �e|+
�
1− cos2(gτc)e−γτf

�
|g� �g| ,

then

L̂ = −2τc tan(gτc) |e� �e|+ τc
sin(2gτc)e−γτf

1− cos2(gτc)e−γτf
|g� �g| .

Hence, we have

E
�
(g̃− g)2|g

�
� 1− cos2(gτc)e−γτf

4τc sin2(gτc)
|sin(2gτc)|

|g0 − b/a|
1− ae−γτf

. (6.106)

In the inconclusive cases when the experimentalist sets the interaction times either to
π/(2g0) or π/g0 the inequality in Eq. (6.106) yields

E
�
(g̃− g)2|g

�
� 0,

which also means that when we bolster our prior knowledge then the lower bound of
the accuracy is the smallest. Now, for the interesting case of τc = π/(4g0), we find

E
�
(g̃− g)2|g

�
�

1− cos2
�

π
4

g
g0

�
e−γτf

sin2
�

π
4

g
g0

�
����sin

�
π

2
g
g0

�����
σ2e

− π2
8

σ2

g2
0

2− e−γτf
.
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It is worth noting that the in inconclusive situation γτf � 1, when the estimate of the
coupling strength is g0, the lower bound of the mean–squared error increases. This fact
is in contrast with the inconclusive scenarios where τc = π/(2g0) and τc = π/g0, where
the left-hand side of the quantum Cramér–Rao inequality is zero, the minimum allowed
value. It seems in the context of our system that the extremal behaviors of lower bounds
on the accuracy are related only to inconclusive estimation scenarios.

6.5.1.2 | Uniform probability density function

In this subsection we consider a uniform prior p.d.f. As the only prior knowledge about
the coupling g is its mean value g0 and variance σ2, we set the parameter space Θ =

[g0 −
√

3σ, g0 +
√

3σ] and p.d.f.

z(g) =
1

2
√

3σ
, g ∈ Θ. (6.107)

Similarly to the previous subsection we determine the operators defined in Eq. (6.40)

Γ̂0 =

�
a�e−γτf 0

0 1− a�e−γτf

�
,

a� =
1
2
+

sin(2
√

3στc) cos(2g0τc)

4
√

3στc
;

Γ̂1 =

�
b�e−γτf 0

0 g0 − b�e−γτf

�
, (6.108)

b� =
g0

2
− sin(2g0τc) sin(2

√
3στc)

8
√

3στ2
c

+

√
3σ sin(2g0τc) cos(2

√
3στc) + g0 cos(2g0τc) sin(2

√
3στc)

4
√

3στc
, (6.109)

and

Γ̂2 =

�
c�e−γτf 0

0 g2
0 + σ2 − c�e−γτf

�
,

c� =
g2

0 + σ2

2
+

(g2
0 + 3σ2) sin(2

√
3στc) cos(2g0τc)

4
√

3στc

+

√
3σ cos(2

√
3στc) cos(2g0τc)− g0 sin(2

√
3στc) sin(2g0τc)

4
√

3στ2
c

−sin(2
√

3στc) cos(2g0τc)

8
√

3στ3
c

+
g0 sin(2g0τc) cos(2

√
3στc)

2τc
. (6.110)
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As the structure of the operators Γ̂k (k = 0, 1, 2) is the same as in the previous subsection,
where we have considered the Gaussian p.d.f., we obtain for the MMSE estimator

M̂min =




b�
a� 0

0 g0−b�e−γτf

1−a�e−γτf


 .

The average minimum cost of error is

C̄min = g2
0 + σ2 −

�
g0 − b�e−γτf

1− a�e−γτf

�2

− a�e−γτf

�
b�2

a�2
−
�

g0 − b�e−γτf

1− a�e−γτf

�2
�

.

The two cases discussed τc = π/(2g0) and τc = π/g0 were found to be inconclusive in
the prevoius subsection. It is immediate to see from the structure of Γ̂k that for a uniform
prior p.d.f. these cases are not indecisive any more. Thus, supposing that nothing is
known in advance about the true value of g in the interval [g0−

√
3σ, g0 +

√
3σ] actually

reduces the number of inconclusive scenarios. Let us also reconsider τc = π/(4g0), i.e.,
the experimentalist expects the TLS to emit a photon with 50% probability, which was
seen to be an interesting case of the previous subsection. The MMSE estimator is, in this
case,

M̂min =

�
g0 (1 + x) 0

0 g0

�
1− x

2eγτf −1

�
�

,

with

x =
2
π

cos

�√
3π

2
σ

g0

�
− 4√

3π2

g0

σ
sin

�√
3π

2
σ

g0

�
.

The average minimum cost of error is

C̄min = σ2 − g2
0

x2

2eγτf − 1
.

Measuring the TLS in the excited state results in the estimate

g̃ = g0 (1 + x) ,

with probability

p = cos2
�

π

4
g
g0

�
e−γτf .
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Once again we find that when γτf � 1 this probability reduces to zero and therefore a
measurement cannot yield this estimate. Finding the TLS in the ground state results in
the estimate

g̃ = g0

�
1− x

2eγτf − 1

�
,

with probability

p = 1− cos2
�

π

4
g
g0

�
e−γτf .

The situation is the same as that for the Gaussian prior p.d.f., i.e., when γτf � 1 one
measures the TLS to be in the ground state with certainty, the estimate is simply g0, and
C̄min = σ2. In any case, the average estimator is

E[g̃ |g] = g0 + g0x
2 cos2

�
π
4

g
g0

�
− 1

2eγτf − 1
.

We note again the case when the true value of g is g0, then E[g̃ |g0] = g0. If γτf � 1
then the average estimator is also g0 no matter what the true value of g is; this is again
an inconclusive scenario.
With the uniform prior p.d.f., the quantum Cramér–Rao inequality is

E
�
(g̃− g)2|g

�
� 1− cos2(gτc)e−γτf

4τc sin2(gτc)
|sin(2gτc)|

|g0 − b�/a�|
1− a�e−γτf

, (6.111)

which yields, when τc = π/(4g0),

E
�
(g̃− g)2|g

�
�

1− cos2
�

π
4

g
g0

�
e−γτf

π sin2
�

π
4

g
g0

�
����sin

�
π

2
g
g0

�����
2g2

0 |x|
2− e−γτf

.

The next subsection focuses on numerical simulations in order to understand the role of
the detuning Δ and an initial field state with mean photon number larger than zero. We
will investigate the deviations from the analytical results of this section and understand
the changes inflicted on the estimates, the minimum average cost of error, and the left-
hand side of the quantum Cramér–Rao inequality.

6.5.1.3 | Numerical results

In the previous subsections we have calculated analytically the MMSE estimators for
both the Gaussian (6.101) and the uniform (6.107) p.d.f. We have presented the simplest
scenario, where the cavity field mode is initially in the ground state, a0 = 1, which led
to a diagonal form of the density matrix (6.100). Furthermore, we have considered the
single-mode field to be in resonance with the TLS transition, Δ = ωe↔g −ωc = 0, which
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has allowed us to perform the integrations in Eq. (6.40). Here, we show the numerical
results obtained in more general cases, where the initial state of the field mode is a more
general coherent state |α�, and where we may have non-zero detuning Δ �= 0. The
coherent state is defined through the parameter α [73],

|α� =
∞

∑
n=0

e−
|α|2

2
αn
√

n!
|n� , α = |α|eiφ, (6.112)

where |n� (n ∈ N0) are the photon number states and φ is the complex phase of α; the
mean photon number of this coherent state is |α|2. Here, we set φ = 0.
Gaussian p.d.f. and resonant interaction Δ = 0.—The two parameters of the Gaussian
p.d.f. are its mean g0 and variance σ2. To simplify the analysis we set γτf = 0, so that
no spontaneous emission may occur. First of all we present the eigenvalues, i.e, the
estimates, of the operator M̂min for different values of α. In the case α = 0, already
treated in the previous subsection, one of the eigenvalues of M̂min has a discontinuity at
g0τc = 0. This can be shown by explicitly taking the limit

lim
τc→0+

g0 − b
1− a

=
g0(3σ2 + g2

0)

σ2 + g2
0

, (6.113)

with a and b defined in Eq. (6.102). For g0τc = 0 the function g0−b
1−a is not defined and the

eigenvalue can be obtained only by starting again the whole calculation from Eq. (6.100).
The other eigenvalue is continuous and its value tends to g0. At g0τc = 0 the eigenval-
ues of M̂min are g0 and 0. This simply due to the fact that no interaction occurred. Thus,
estimates give either the prior expected coupling value or no coupling at all. When |α|
increases, i.e., the initial average photon number becomes larger, an analytical calcula-
tion is not possible. The numerical results in Fig. 6.14 show the eigenvalues of M̂min.
When g0τc tends to infinity all curves approach the prior expected value g0, and the
measurement is again inconclusive.
In Fig. 6.15 the average minimum cost of error, C̄min, is plotted for different values of
|α|. At g0τc = 0 we find C̄min = σ2, equal to the prior variance. The plots show that
there are global minima of C̄min, which define the recommended values of g0τc for the
experimental detection. For a fixed value of g0, we denote the recommended interac-
tion time as τ∗c . This value depends on |α| and decreases with increasing |α|. As more
photons are involved in the interaction, i.e., the TLS and the field mode undergo many
exchanges of photons, more information gets lost in the different photon number states
|n�. Therefore, the lowest average minimum cost of error is obtained when the field is in
the vacuum state, |α� = |0�. However, more photons in the interaction result in the ap-
pearance of higher Rabi frequencies g

√
n, which in turn means that the minimum value
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Figure 6.14: The eigenvalues of M̂min/g0 as a function of g0τc in the case of the Gaussian
prior p.d.f., with mean g0 and variance σ2/g2

0 = 1. In the case α = 0 the two initial
eigenvalues are 0 and g0. When |α| > 0, the initial eigenvalues start from g0. For large
values of g0τc, the eigenvalues tend to the same value g0. We set γτf = 0, such that no
spontaneous decay occurs.
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Figure 6.15: The average minimum cost of error C̄min/g2
0 as a function of g0τc in the case

of the Gaussian prior p.d.f., with mean g0 and variance σ2/g2
0 = 1. We set γτf = 0, such

that no spontaneous decay occurs. Each curve has a global minimum that decreases and
shifts to larger values of g0τc with increasing |α|.

156



6.5. Optimal estimation of matter–field coupling strength in the dipole approximation

|α|=0

|α|=1

|α|=2

-0.5 0.0 0.5 1.0 1.5 2.0 2.5

0.6

0.8

1.0

1.2

1.4

1.6

g/g0

E
[g˜
|g
]/
g
0

Figure 6.16: The average estimator E[g̃|g]/g0 as a function of g/g0 for the Gaussian prior
p.d.f. We set σ2/g2

0 = 1 and γτf = 0. The time is such that the average minimum cost
of error C̄min attains its minimum. The mean value g0 of the prior p.d.f. is depicted by a
vertical line.

is reached quicker. We note that different α with the same absolute value show the same
behavior both for the eigenvalues of M̂min and C̄min, thus the mean photon number is
the only significant variable for the estimation of the dipole coupling strength.

Next, we calculate the average estimator E[g̃|g], which is determined from the measure-
ment data and from which the value of g can be deduced. Repeated measurements of
M̂min at τc = τ∗c give different outcomes whose average is related with the true value g.
Fig. 6.16 shows some curves for different values of α which clearly demonstrate that the
obtained MMSE estimator is biased. Furthermore, using Eq. (6.105) we plot in Fig. 6.17
the lower bounds of the mean–squared error for different values of |α|. In the case
g = g0, the lower bound of the mean–squared error decreases whenever |α| �= 0. By tak-
ing into account the behavior of the average estimate E[g̃|g], which at g = g0 approaches
the value of g0 with increasing |α| (see Fig. 6.16), we can conclude that increasing values
of |α| lead to measurement strategies which reinforce our prior expectations.

Uniform prior p.d.f. and resonant interaction Δ = 0.—The two parameters of the uni-
form p.d.f. are again the mean g0 and the variance σ2. We assume again that no spon-
taneous emission occurs, i.e., γτf = 0. In Fig. 6.18 the measurement estimates, or the
eigenvalues of the MMSE operator M̂min, are shown. If α = 0, these eigenvalues show
a discontinuity around at g0τc = 0, as in the case of Gaussian p.d.f., which can be seen
from the analytical calculation of M̂min. The corresponding limit reads

lim
τc→0+

g0 − b�

1− a�
=

g0(3σ2 + g2
0)

σ2 + g2
0

, (6.114)
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Figure 6.17: The lower bound of the mean–squared error as a function of g/g0 for the
Gaussian prior p.d.f. Here, σ2/g2

0 = 1, γτf = 0 and the interaction time is such that the
average minimum cost of error C̄min attains its minimum.
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Figure 6.18: The eigenvalues of M̂min/g0 as a function of g0τc in the case of the uniform
prior p.d.f. with mean g0 and variance σ2/g2

0 = 1. In the case α = 0 the two initial
eigenvalues are 0 and g0. When |α| > 0, the initial eigenvalues start form g0. For large
values of g0τc, the eigenvalues tend to the same value g0, but slower than in Fig. 6.14.
We set γτf = 0.

with a� and b� defined as in Eq. (6.108). If |α| > 0 the eigenvalues are continuous.
They both start from the prior mean value g0 and show large oscillations in time. In
Fig. 6.19 the average minimum cost of error C̄min is plotted for different values of |α|. It
is seen that C̄min always starts from the prior variance σ2 and reaches a minimum that
depends on |α|. As in the Gaussian prior p.d.f. case, the absolute value of α is sufficient
to characterize completely these minima.

In Fig. 6.20, the average estimator E[g̃|g] for different values of |α| is given. This is
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Figure 6.19: The average minimum cost of error C̄min/g2
0 as a function of g0τc in the case

of the uniform prior p.d.f. with mean g0 and variance σ2/g2
0 = 1. We set γτf = 0. Each

curve has a global minimum that decreases and appears for larger values of g0τc with
increasing |α|. Compare with Fig. 6.15.
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Figure 6.20: The average estimator E[g̃|g]/g0 as a function of g/g0 for the uniform prior
p.d.f. We set σ2/g2

0 = 1 and γτf = 0. The time is such that the average minimum cost
of error C̄min attains its minimum. The mean value g0 of the prior p.d.f. is depicted by a
vertical line.
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Figure 6.21: The lower bound of the mean–squared error as a function of g/g0 for the
uniform prior p.d.f. We set σ2/g2

0 = 1, γτf = 0, and the interaction time is such that the
average minimum cost of error C̄min attains its minimum.

calculated for the time τc = τ∗c when C̄min attains its minimum. The lower bound of the
mean–squared error is shown in Fig. 6.21. The behavior of all these curves resembles
the the Gaussian p.d.f. case, which has already been discussed.

Role of the detuning Δ and the flight time τf .—In order to demonstrate the properties
of non-zero detuning in a simple way we have considered set α = 0, γτf = 0, and τc =

τ∗c , where the average minimum cost of error reaches its minimum. Figure 6.22 shows
that the minimum of the average minimum cost of error occurs at Δ = 0, for both the
Gaussian and the uniform prior p.d.f. Non-zero detuning decreases the probability of
the transition occuring in the TLS and, increasing the the average cost of error. Another
interesting feature of the off-resonant case is that for g0τc → ∞, C̄min does not approach
σ2 as in Figs. 6.15 and 6.19, but a value depending on both Δ and the prior variance σ2.

The influence of the flight time τf on the estimation scenario is clearly destructive, as
we have shown in the previous subsections. Therefore, it is interesting to compare these
deleterious effects on the two different prior p.d.f. considered in this work. Due to our
previous findings we have set Δ = 0, initial single-mode field in the ground state, i.e.,
α = 0, and τc = τ∗c . Fig. 6.23 shows that the average minimum cost of error at τ∗c reaches
its minimum for γτf = 0, and approaches its maximum σ2 when γτf → ∞.

In summary, we have been able to identify the most ideal scenario for the implemen-
tation of a MMSE estimator. Non-zero detuning, the occurrence of the spontaneous
emission and initial states of the field with non-zero mean photon number should be
avoided. If this situation is approximately achievable in some experimental setup than
the interaction time τc has to be fixed to values between 0.6/g0 and 0.7/g0, which is
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Figure 6.22: The average minimum cost of error C̄min/g2
0 reached at τc = τ∗c as a function

of the detuning Δ. The lowest average minimum cost of error is at resonance Δ = 0. We
set γτf = 0, α = 0 and σ2/g2

0 = 1.
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Figure 6.23: The average minimum cost of error C̄min/g2
0 reached at τc = τ∗c as a function

of γτf . The minimum is reached when γτf = 0 and approaches its limit value σ2/g2
0 = 1

with increasing γτf . We set Δ = 0 and α = 0.
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before the appearance of the so-called collapse phenomena in the population inversion
of the TLS [77].

6.5.2 | Maximum-likelihood estimator
In this section we are going to determine the ML estimator. The variational problem for
the average cost in Eq. (6.3) reads

C̄[Π̂] = Tr
��

Θ
dΠ̂(g̃)z(g̃)ρ̂(g̃)

�
, (6.115)

where we are looking for those infinitesimal operators dΠ̂(g̃) for which C̄ is maximum
(due to the negative sign involved in the cost function Eq. (6.46)). In order to gain
insight, we employ the density matrix in Eq. (6.100)

ρ̂(g) =

�
cos2(gτc)e−γτf 0

0 1− cos2(gτc)e−γτf

�
,

where the detuning Δ = 0 and the initial state of the field is in the ground state. Inte-
grals of dΠ̂(g̃) on compact intervals result in elements of the POVM, thus the following
construction

dΠ̂(g̃) =

�
f I(g̃) + fz(g̃) fx(g̃)− i fy(g̃)
fx(g̃) + i fy(g̃) f I g̃− fz(g̃)

�
dg̃, (6.116)

with f I , fz, fy, and fz being real functions, ensures the self-adjointness of the infinitesimal
generator. We are going to employ this ansatz and solve the variational problem in
Eq. (6.115). Only after this step we are going to impose the constraints of the POVM
in Eq. (6.123). In the following we reconsider the two cases of the p.d.f. z(g) used in
Sec. 6.6.2.

6.5.2.1 | Gaussian probability density function

We assume again that g is characterized by its mean value g0 and variance σ2. The prior
p.d.f. is set to be Eq. (6.101) with Θ = R. Then the average cost function reads

C̄ =
1√

2πσ2

�

R
e−

(g̃−g0)
2

2σ2
�

f I(g̃)− fz(g̃)
�
1− e−γτf

�
+ fz(g̃) cos(2g̃τc)e−γτf

�
dg̃. (6.117)

We have recast the variational problem to an equivalent one where we search for the real
functions f I and fz such that C̄ in Eq. (6.117) is maximum. As C̄ does not depend on fx

and fy we set them to zero. Upon applying the transformation g̃ → σx + g0, Eq. (6.117)
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becomes

C̄ =
1√
2π

�

R
dx e−x2/2 � fz(σx + g0)

�
e−γτf − 1

�

+ fz(σx + g0) cos(2σxτc + 2g0bτc)e−γτf + f I(σx + g0)] . (6.118)

The above variational problem can be solved if we focus on square integrable functions
which form the Hilbert space L2(R) (see Ref. [182]). We consider now the following
functions:

Ψn(x) = e−x2/2 Hn(x)�√
π2nn!

, n = 0, 1, 2, . . . (6.119)

where Hn(x) is the nth-order Hermite polynomial with the property
�

R
Hn(x)Hm(x)e−x2

dx =
√

π2nn!δnm.

Thus, the functions in Eq. (6.119) form an orthonormal basis in L2(R), in which the
inner product is given by the integral

� f , g� =
�

R
f (x)g(x)dx.

In the next step we make use of the fact that every function in the Hilbert space can
expanded in the orthonormal basis. Hence,

f I(σx + g0) =
∞

∑
n=0

γI
nΨn(x), fz(σx + g0) =

∞

∑
n=0

γz
nΨn(x), (6.120)

cos(2σxτc + 2g0τc)e−x2/2 =
∞

∑
n=0

γc
nΨn(x),

and, with the help of an integral formula involving Hermite polynomials [183, 184], we
have

γc
n =

�
cos(2σxτc + 2g0τc)e−x2/2, Ψn(x)

�
=

π1/4
√

2nn!
×




(−1)n/2(2στc)ne−σ2τ2

c cos(2g0τc) n is even,

(−1)(n+1)/2(2στc)ne−σ2τ2
c sin(2g0τc) n is odd.

Now, upon substituting these expansions into Eq. (6.118) and taking into account the
properties of the orthonormal basis, we obtain

C̄ =
1�

2
√

π

�
γI

0 − γz
0
�
1− e−γτf

�
+

e−γτf

π1/4

∞

∑
n=0

γz
nγc

n

�
,

(6.121)
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where we have used the relation e−x2/2/π1/4 = Ψ0(x). We observe that C̄ depends only
on γI

0, the first coefficient in the expansion of f I(ax + b), and therefore we set γI
n = 0 for

n �= 0. Thus,

f I(σx + g0) =
γI

0
π1/4 e−x2/2,

and replacing σx + g0 with x we have

f I(x) =
γI

0
π1/4 e−

(x−g0)
2

2σ2 .

Furthermore, C̄ is maximum with respect to {γz
n}∞

n=0 whenever γz
n = constant × γc

n or
in other words the functions cos(2σxτc + 2g0τc)e−x2/2 and fz(σx + g0) are parallel with
respect to the inner product �. , .�. In fact, this means that

fz(x) = c × cos(2τcx)e−
(x−g0)

2

2σ2 , c > 0.

We recall the following condition on the POVM
�

R
dΠ̂(x) = Î,

which, due to Eq. (6.116), is equivalent to
�

R
f I(x)dx = 1, and

�

R
fz(x)dx = σ

�

R
fz(σx + g0)dx = 0.

Then γI
0 = 1/

�
2
√

πσ2 and γz
n = 0 for even n, the latter being due to the fact that

integration of a symmetric function about the origin over the whole real line is zero and
every odd term of the orthonormal basis is such a function. We hence have

�

R
Ψn(x) = 0, n is odd.

Thus,

f I(x) =
1√

2πσ2
e−

(x−g0)
2

2σ2 , and

fz(σx + g0) = c × ∑
n odd

γc
nΨn(x). (6.122)

There is one more requirement, namely that
�

Δ
dΠ̂(x) = Π̂(Δ)
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is a positive semidefinite operator with a spectrum confined to the interval [0, 1] for
every compact interval Δ in R. This equivalent to

0 �
�

Δ
[ f I(x)± fz(x)] dx � 1, ∀Δ ∈ R. (6.123)

We consider the compact interval Δ = [a, b] with arbitrary a, b ∈ R and b > a. Using the
results of Eq. (6.121), we have

∞

∑
n odd

γc
nΨn(x) = − sin(2g0τc) sin(2σxτc)e−x2/2.

In view of the above relation,

0 �
� b

a
e−x2/2

�
1√
2π

± c × σ sin(2g0τc) sin(2σxτc)

�
dx � 1,

where we have again employed the variable transformation x → σx + g0 in Eq. (6.123).
In order to analyze right-hand side inequality we first make some observations. The
area under the function e−x2/2/

√
2π around the origin contributes the most due to the

properties of the error function er f (x) [100] and sin(2σxτc)e−x2/2 is an odd function.
Therefore, if the following inequalities

0 �
� π

2στc

0
e−x2/2

�
1√
2π
− c × y sin(2σxτc)

�
dx,

� π
2στc

0
e−x2/2

�
1√
2π

+ c × y sin(2σxτc)

�
dx � 1,

y = σ |sin(2g0τc)| ,

with σ, τc > 0 and 2g0τc �= π + kπ (k ∈ Z) hold, then no matter how we choose our
intervals the condition (6.123) is fulfilled. In the case when 2g0τc = π + kπ (k ∈ Z),
condition (6.123) is automatically satisfied. Making use of the error function, we obtain

c � 2√
2πσ2 |sin(2g0τc)| e−2σ2τ2

c

×
er f
�

π
2
√

2στc

�

er f
�

π+4iσ2τ2
c

2
√

2στc

�
+ er f

�
π−4iσ2τ2

c
2
√

2στc

� = c1, and

c � 2√
2πσ2 |sin(2g0τc)| e−2σ2τ2

c

×
2− er f

�
π

2
√

2στc

�

er f
�

π+4iσ2τ2
c

2
√

2στc

�
+ er f

�
π−4iσ2τ2

c
2
√

2στc

� = c2. (6.124)
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As our original task was to maximize the average cost function C̄, therefore, the relevant
functions read

f I(x) =
1√

2πσ2
e−

(x−g0)
2

2σ2 , and

fz(x) = −cmax sin(2g0τc) sin
�
2τc(x− g0)

�
e−

(x−g0)
2

2σ2 ,

with cmax = min{c1, c2}. Together with the ansatz (6.116) we have determined the ML
estimators. Finally, the maximum of the average cost function reads

C̄max =
1√

4πσ2
+ cmax

e−γτf

√
2

e−2σ2τ2
c sin2(2g0τc) ∑

n odd

(2σ2τ2
c )

n

n!
� �� �

sinh(2σ2τ2
c )

=
1√

4πσ2
+ cmaxe−γτf

1− e−4σ2τ2
c

2
√

2
sin2(2g0τc). (6.125)

The three inconclusive cases identified for the MMSE estimator, i.e., γτf � 1, τc = π/g0,
and τc = π/(2g0), reduce the value of C̄max. It becomes clear that, whichever strategy
is adopted, these cases should be avoided. The conditional p.d.f. p(g̃|g), is not an even
function of the variable g− g̃, and therefore the ML estimate will be biased.
Here, the quantum Cramér–Rao inequality has the same form as in Eq. (6.88), i.e.,

E
�
(g̃− g)2|g

�
� |x�(g)|

Tr
�

ρ̂(g)L̂2
� (6.126)

but
x�(g) =

� ∞

−∞
g̃Tr{ ∂

∂g
ρ̂(g)dΠ̂(g̃)},

and, similarly to Sec. 6.6.2,

L̂ = −2τc tan(gτc) |e� �e|+ τc
sin(2gτc)e−γτf

1− cos2(gτc)e−γτf
|g� �g| .

Inserting Eq. (6.116) and Eq. (6.125) into Eq. (6.126), we obtain

E
�
(g̃− g)2|g

�
� 1− cos2(gτc)e−γτf

2τc sin2(gτc)
|sin(2gτc)| ×

����
� ∞

−∞
x fz(x)dx

���� . (6.127)

6.5.2.2 | Uniform probability density function

As in the previous subsection we assume that the coupling strength g has mean value g0

and variance σ2. The prior p.d.f. is set to be Eq. (6.107) with Θ = [g0 −
√

3σ, g0 +
√

3σ].
Now, the average cost function reads

C̄ =
1

2
√

3σ

� g0+
√

3σ

g0−
√

3σ

�
f I(g̃)− fz(g̃)

�
1− e−γτf

�
+ fz(g̃) cos(2g̃τc)e−γτf

�
dg̃. (6.128)
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We employ the transformation g̃ →
√

3σx + g0 and obtain

C̄ =
1
2

� 1

−1

�
f I

�√
3σx + g0

�
− fz

�√
3σx + g0

� �
1− e−γτf

�

+ fz

�√
3σx + g0

�
cos
�

2
√

3σxτc + 2g0τc

�
e−γτf

�
dx.

This time the Hilbert space is L2 ([−1, 1]) and we choose the following orthonormal
basis [182]:

Ψn,e(x) =
1√
2

cos(nπx), (6.129)

Ψn,o(x) =
1√
2

sin(nπx), n ∈ Z.

where Ψ0,e(x) = 1/
√

2 and Ψ0,o(x) = 0. Every function can expanded in this orthonor-
mal basis. Thus,

f I

�√
3σx + g0

�
= ∑

i=e,0

∞

∑
n=0

γI
n,iΨn,i(x),

fz

�√
3σx + g0

�
= ∑

i=e,0

∞

∑
n=0

γz
n,iΨn,i(x),

cos
�

2
√

3σxτc + 2g0τc

�
= ∑

i=e,0

∞

∑
n=0

γc
n,iΨn,i(x),

and

γc
n,e =

�
cos
�

2
√

3σxτc + 2g0τc

�
, Ψn,e(x)

�

=
4
√

3στc sin(2
√

3στc) cos(2g0τc)√
2(12σ2τ2

c − n2π2)
cos(nπ), and

γc
n,o =

�
cos
�

2
√

3σxτc + 2g0τc

�
, Ψn,o(x)

�

= −nπ sin(2
√

3στc) sin(2g0τc)√
2(12σ2τ2

c − n2π2)
cos(nπ). (6.130)

Now, taking into account the properties of this orthonormal basis, we obtain

C̄ =
1
2

�
γI

0 − γz
0
�
1− e−γτf

�
+ e−γτf ∑

i=e,o

∞

∑
n=0

γz
n,iγ

c
n,i

�
,

a very similar expression to Eq. (6.121). We observe again that C̄ depends only on γI
0

and therefore we set γI
n = 0 for n �= 0. The condition on the POVM

� g0+
√

3σ

g0−
√

3σ
dΠ̂(x) = Î,
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results in � g0+
√

3σ

g0−
√

3σ
f I(x)dx =

� g0+
√

3σ

g0−
√

3σ

γI
0√
2

dx = 1

and thus γI
0 = 1/(

√
6σ). Similarly to the previous subsection, we have

� g0+
√

3σ

g0−
√

3σ
fz(x)dx =

√
3σ
� 1

−1
fz

�√
3σx + g0

�
dx = 0,

which yields γz
0,e = 0. As we would like to maximize C̄, therefore, we set γz

n,i =

constant × γc
n,i for n �= 0 (i ∈ {e, o}), a similar geometrical strategy to the one employed

in the previous subsection. Thus,

f I(x) =
1

2
√

3σ
, and (6.131)

fz(x) = c ×
�

cos(2xτc)−
sin(2

√
3στc) cos(2g0τc)

2
√

3στc

�
,

with c > 0. Imposing the constraint that
�

Δ
dΠ̂(x) = Π̂(Δ)

is a positive semidefinite operator with a spectrum confined to the interval [0, 1] for
every compact interval Δ in [g0 −

√
3σ, g0 +

√
3σ], we find

0 �
� b

a
[ f I(x)± fz(x)] dx � 1, (6.132)

where b � g0 +
√

3σ and a � g0 −
√

3σ. After performing the definite integral, we get

0 � x ± c
τc

�
sin(x2

√
3στc) cos(y2g0τc) (6.133)

−x sin(2
√

3στc) cos(2g0τc)
�
� 1, x =

b− a
2
√

3σ
∈ [0, 1],

y =
b + a
2g0

∈
�
1−

√
3σ(1− x)/g0, 1 +

√
3σ(1− x)/g0

�
,

with g0 �= 0. It is interesting to note the extreme cases x = 0 and x = 1, when the term

f±(x, y, c) = x ± c
τc

�
sin(x2

√
3στc) cos(y2g0τc) −x sin(2

√
3στc) cos(2g0τc)

�
(6.134)

is equal to 0 and 1, respectively. The functions f+(x, y, c) and f−(x, y, c) are continuous
in x and have extrema, where they can violate the conditions of being smaller than 1 and
greater than 0. The strategy is to find these points xext = xext(c). Upon replacing these
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back to into Eq. (6.133) one is able to find cmax. In order to demonstrate the procedure,
let us consider 2

√
3στc = 2g0τc = π/2. Then, Eq. (6.134) reads

f±(x, y, c) = x ± c
τc

sin
�

x
π

2

�
cos
�

y
π

2

�
,

x ∈ [0, 1], y ∈ [x, 2− x] .

The two extrema of f−(x, y, c) are found at y = x (minimum) and y = 2− x (maximum),
yielding

1− cπ

2τc
cos
�
x−minπ

�
= 0,

1 +
cπ

2τc
cos
�
x−maxπ

�
= 0.

These equations, together with Eq. (6.133), result in

c � 2τc

π
= c1.

f+(x, y, c) has two extrema at y = x (maximum) and y = 2− x (minimum), and there-
fore we have

c � 2τc

π
= c2 = c1.

Finally, the task to maximize C̄ yields

cmax = min{c1, c2} = c1. (6.135)

The functions defining the ML estimator through the ansatz (6.116) finally read

f I(x) =
1

2
√

3σ
, and

fz(x) = cmax ×
�

cos(2xτc)−
sin(2

√
3στc) cos(2g0τc)

2
√

3στc

�
.

The maximum of the average cost function is

C̄max =
1

2
√

3σ
+ cmax

�
1
2
− sin2(2

√
3στc) cos2(2g0τc)

12σ2τ2
c

+
sin(4

√
3στc) cos(4g0τc)

8
√

3στc

�
e−γτf . (6.136)

The conditional p.d.f. p(g̃|g) is again not an even function of the variable g− g̃. There-
fore the ML estimate, as in the case of the prior Gaussian p.d.f., will be biased.
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Figure 6.24: The average maximum cost function C̄maxg0 as a function of g0τc in the case
of the Gaussian prior p.d.f. We set σ2/g2

0 = 1. We see that spontaneous decay reduces
the average cost function.

In the special case 2
√

3στc = 2g0τc = π/2 discussed earlier,

C̄max =
1

4g0

�
2 + e−γτf

�
,

and the average estimator reads

E[g̃|g] =
� π

2τc

0
g̃p(g̃|g)dg̃

= g0 +
4g0

π2

�
1− 2e−γτf cos2

�
g
g0

π

4

��
.

Furthermore the inequality for the mean–squared error in Eq. (6.127) yields

E
�
(g̃− g)2|g

�
� 8g2

0
π2

1− cos2
�

π
4

g
g0

�
e−γτf

π sin2
�

π
4

g
g0

�
����sin

�
π

2
g
g0

����� .

6.5.2.3 | Numerical results

In the previous subsections we have calculated analytically the ML estimators for both
the Gaussian (6.101) and the uniform (6.107) prior p.d.f. Due to the analytically involved
solutions we have used the density matrix in Eq. (6.100), where Δ = 0 and the field mode
is initially in the vacuum state. Therefore, the only parameters left for the numerical
investigations are the spontaneous decay rate γτf and the interaction time τc. We have
shown in the case of the uniform prior p.d.f. that in Eq. (6.136) the calculation of cmax is
very intricate and very much depends on the relation between the variance σ2 and the
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Figure 6.25: The average estimator E[g̃|g0]/g0 as a function of g0τc in the case of the
Gaussian prior p.d.f. We set σ2/g2

0 = 1. There is a jump at g0τc = π/2 due to the
properties of cmax defined in Eqs. (6.124) and (6.125).

mean g0. Therefore, we consider here only the ML estimator obtained for the Gaussian
prior p.d.f.

Figure 6.24 shows the numerical evaluation of the average maximum cost function
C̄max. It shows that the best time to perform the measurements is approximately g0τc =
π
4 + kπ, cf. Eq. (6.125), with k ∈ N0 and with better results as k increases. This means that
longer is the interaction between the field and the TLS, the bigger the average cost be-
comes. The spontaneous decay rate γτf affects the quality of the estimation by reducing
C̄max. However, on the other hand Fig. 6.25 shows that the average estimate conditioned
on the mean g0, a possible true value of g, for long interaction times is simply equal to
our prior expectation. This type of dichotomy has been found by us [1], where a more
optimal average cost function merely leads to the reinforcement of our prior knowl-
edge. Finally, the lower bound of the mean–squared error in Fig. 6.26 demonstrates the
decrease of the accuracy of the estimation caused by the increase of γτf .

6.5.3 | Remarks

We have discussed Bayesian-inference approaches with a special focus on the dipole
coupling of matter–field interactions. Our scheme is based on two-level systems (TLSs)
which transit through a cavity and interact with a single-mode radiation field. The state
of the TLS is subsequently measured. Spontaneous emission of the excited state of the
TLS is taken into account. Our protocol assumes that all the TLS are prepared initially
in the excited states, and that the cavity field is reset before the transit of each TLS. We
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Figure 6.26: The lower bound of the mean–squared error as a function of g/g0 for the
Gaussian prior p.d.f. We set σ2/g2

0 = 1 and the interaction time τc = π/(4g0).

have derived the minimum mean–square error (MMSE) estimator for both the Gaussian
and the uniform probability density functions (p.d.f.) with given mean and variance. It
has been demonstrated that the detuning between the TLS transition frequency and the
cavity resonance frequency has a destructive effect on parameter estimation. Further-
more, spontaneous emission, as well as too long or too short interaction times, all result
in the reinforcement or our prior expectations. In the case of resonant interactions with
initial ground state of the field mode we have explicitly shown that the MMSE estima-
tor M̂min is diagonal in the basis of the qubit. Dividing M̂min in Eq. (6.102) by the prior
mean g0 results in a positive-operator valued measurement (POVM) element associated
with an inefficient measurement scenario:

Π̂ = η1 |e� �e|+ η2 |g� �g| , 0 � η1, η2 � 1,

where the detection efficiencies are characterized by η1 and η2. These efficiencies are
known functions of the priorly expected parameter values according to Eq. (6.102). For
example, in the experiment described in Ref. [185], the final state of the TLS leaving the
cavity is detected with the help of a push-out laser. This method has the potential to
perform the above described inefficient measurement scenario. Furthermore, we have
computed the average estimator and showed the biased nature of the obtained MMSE
estimators. We have determined the lower bound of the mean–squared error with the
help of a quantum Cramér–Rao type inequality by constructing the symmetrized loga-
rithmic derivative of the density matrix subject to estimation. These calculations have
been performed for initial coherent field states. The increase of the initial mean photon
number decreases the effectivity of the estimation scenario due to the fact that a lot of
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information is deposited in the photon number states, which in turn are traced out to
obtain the state of the TLS subject to the measurements. We have also found that the
mean–square error estimation scenario is optimal, and our prior expectations are not re-
inforced, when the TLS emits a photon into the single-mode field with 50% probability.
This is in contrast with many experimental situations, where every parameter is tuned
such that every TLS emits a photon in the cavity thus realizing the so-called one-atom
maser [179].
In the case of the maximum-likelihood (ML) approach the method used for the determi-
nation of the MMSE estimator cannot be applied. The observation strategy formulated
with the help of the infinitesimal operators has led us to a pure mathematical prob-
lem. We have constructed these infinitesimal operators with the help of square inte-
grable functions, which form a Hilbert space with the respective inner product. In the
case of the Gaussian prior p.d.f. the Hilbert space is L2(R) with the orthonormal basis
formed by Hermite polynomials. The Hilbert space for the uniform prior p.d.f. case is
L2 ([−1, 1]) with an orthonormal basis formed by sine and cosine functions. We have
used the geometrical properties of these Hilbert spaces in order to optimize the average
cost function. In order to be able to solve this problem we have considered the detuning
to be zero and the initial state of the field to be the vacuum state. Aside from the main
result of determining the ML estimator and the optimized average cost function, we
have shown that effects of spontaneous emission are again destructive, and that long
interaction times lead to inconclusive estimation scenarios. For both the Gaussian and
the uniform a priori p.d.f., the POVM elements are diagonal in the basis of the qubit
and as we have discussed in the case of the MMSE estimator one may implement such
quantum measurements in experiment.
A few generic comments on all of the strategies presented throughout the manuscript
are in order. The measurement data with the implemented POVM determines the aver-
age estimate or the a posteriori p.d.f. from which one may infer the value of the matter–
field coupling constant. The lower bound of the mean–squared error characterizes the
accuracy, but we have found that better accuracy, defined in this way, is usually associ-
ated with inconclusive scenarios. Therefore, if we would like to compare the different
methods then it has to be done through the average cost function. In this context, we
can conclude that the choice of the uniform prior p.d.f. is more suited for the model
presented here, as shown in, e.g., Fig. 6.22.
In view of recent developments in quantum information protocols based on matter–
field interactions, our work can be seen as the step before the real-world application of
such protocols, establishing the tools for the optimal estimation of the dipole coupling
strength. While we have not been able to solve completely all the problems related to the
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Bayesian approach in the context of matter–field interactions, our results already allow
us to make several important observations, which are crucial prior to the experimental
implementation of any quantum information protocol.

In closing, we note that whereas our discussion has been framed exclusively in the
language of cavity QED and the interaction between TLSs and electromagnetic cavity
modes, our framework may be applicable more broadly. For example, in hybrid op-
tomechanical systems where a bosonic mode (corresponding to the mechanical motion
of a high-quality mechanical oscillator) is coupled to a TLS, the dynamics is governed
by a Hamiltonian similar in structure to Eq. (6.89). The application of our techniques to
this and similar scenarios is deferred to future work.

6.6 | Application of Fisher information approach to op-
tomechanics

In the previous sections we applied the Bayesian inference for the estimation of the
optomechanical coupling strength and for the estimation of the matter field coupling.
Here, we conclude the chapter with our contribution taken from the published paper
[3], where we applied the Fisher approach for the estimation of the linear optomechan-
ical coupling strength g. Our starting point is a single cavity described by the linear
optomechanical quantum Langevin equation (3.50)

u̇(t) = Au(t) + η(t), (6.137)

where we have defined the vector of operators u(t) =
�
δq̂(t), δ p̂(t), δX̂(t), δŶ(t)

�T
and

η(t) =
�
0, ξ̂(t),

√
κinX̂in(t) +

√
κlossX̂loss(t),

√
κinŶin(t) +

√
κlossŶloss(t)

�T
.

One should note that the steady-state amplitude depends on the value of g, making α a
function of g, i.e. α = α(g). The same is valid for the detuning Δ = Δ(g). Therefore for
a fixed value of P, the bistability depends explicitly also on g, which is yet unknown. A
good strategy here is to define an interval, depending on our prior knowledge, for the
possible values of g and adjust the power of laser P such that the bistability is completely
avoided. Hence, we should be sure that our dynamics is stable applying the Routh-
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Hurwitz criterion on the dynamical matrix, see Eq. (3.51),

A =




0 1
m 0 0

−mω2
m −γ

√
2h̄gα(g) 0

0 0 − κ
2 Δ(g)√

2gα(g) 0 −Δ(g) − κ
2




, (6.138)

where we have made explicit the dependence of α and Δ on g. Finally, the aim is to
find the autocorrelation matrix σ which describes the steady Gaussian state, solving the
Lyapunov equation (3.56)

Aσ + σAT = −D, (6.139)

where the matrix D depends on the noise correlations, and has been given in Chapter
3. However, we need to keep in mind that any experimental apparatus does not have
direct access to the cavity field, but only to the output field, which escapes the cavity.
We can calculate the fluctuations of this field around its stationary state with the use of
the input–output relations

âout =
√

κinδâ− âin. (6.140)

In practice, one selects different modes by opening a filter in a certain interval of time
or in different frequency intervals. Hence we can define N independent output modes
following the approach of Ref. [102]:

âk,out(t) =
� t

−∞
dsgk(t− s)âout(s), k = 1, . . . , N, (6.141)

where gk(s) is the filter function defining the kth mode. Here we will make use of the
filter function

gk(t) =
θ(t)− θ(t− τ)√

τ
e−iΩkt, (6.142)

with Ωj − Ωl = 2π
τ n, n ∈ N. The kth mode is centered at the frequency Ωk and has

a bandwidth 1/τ. Making use of the input–output relations (6.140) we obtain the cor-
relation matrix σk,out of the output field quadratures X̂k,out and Ŷk,out related to a filter
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centered at frequency Ωk as

�X̂k,outX̂k,out�(τ) =
1
2

κτsinc2
�

Ωkτ

2

� ��
σxx − σyy

�
cos(Ωkτ) + σxx + 2σxy sin(Ωkτ) + σyy

�

+sinc (2Ωkτ) (6.143a)

�X̂k,outŶk,out�(τ) =
1
2

κτsinc
�

Ωkτ

2

�2 ��
σyy − σxx

�
sin(Ωkτ) + 2σxy cos(Ωkτ)

�
(6.143b)

�Ŷk,outŶk,out�(τ) =
1
2

κτsinc2
�

Ωkτ

2

� ��
σyy − σxx

�
cos(Ωkτ) + σxx − 2σxy sin(Ωkτ) + σyy

�

+sinc (2Ωkτ) (6.143c)

where σAB =
�
δÂδB̂

�
(A, B ∈ {X, Y}) are the entries of matrix σ, which are obtained in

Eq. (3.56), and sinc(x) is the unnormalized sinc function sinc(x) = sin(x)/x. The shifted
operators are fully characterized in the stationary state by the correlation matrix, since
all noises involved obey this property and the equations of motion are linear. One can
thus deduce that their properties can also be described by a zero-mean Gaussian state.
Similarly, the output field fluctuations are given by the Gaussian Wigner function

W(ξ) =
1�

2π det(σk,out)
e−

1
2 ξTσ−1

k,outξ , (6.144)

where ξ = (Xk,out, Yk,out)
T and σk,out is the correlation matrix. The above Wigner func-

tion depends on the optomechanical coupling strength g through σk,out, and is a function
of the correlation matrix of the cavity optomechanical system. In our subsequent dis-
cussion we analyze Eq. (6.144) in the context of a quantum estimation strategy based on
the quantum Fisher information. Our task will be to seek optimal balanced homodyne
photodetection measurement strategies.

6.6.1 | Phase space quantum and classical Fisher Information
In this section we derive the quantum Fisher information (QFI) Hg of the optomechan-
ical coupling strength for a general Gaussian state, employing the phase-space descrip-
tion provided by the Wigner quasi-probability distribution 6.144. The QFI defines a
lower bound for the mean squared error (MSE) of an estimation setup, which is ensured
by the quantum Cramér–Rao theorem [53]

MSE(g) ≥ |x�(g)|
Hg

, (6.145)

where |x�(g)| is the derivative of the average estimator. When the estimator is unbiased,
then |x�(g)| = 1. The QFI is given as

Hg = Tr[ρ̂L̂2
g], (6.146)
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where L̂g is the symmetric logarithmic derivative (SLD) defined by the equation

∂gρ̂ =
1
2
{ρ̂, L̂g}. (6.147)

We are going to use this general formalism to the Gaussian state obtained in Eq. (6.144).
A Gaussian state is completely determined by its first and second moments; however,
here we have that the first moment is zero following the argument in Sec. 6.5.1. Since
the density operator ρ̂ of a Gaussian state can be expressed in an exponential form [89]
we can write the operator L̂g as a function of the covariance matrix σk,out. We neglect all
subscripts in the subsequent discussion, because from now on we focus on one mode of
the electromagnetic field that is detected.

In order to find SLD we use the Weyl transform on the operator, obtaining

L(x, p) = ξTΦξ − ν, (6.148)

where the explicit forms of Φ and ν are

Φ = −1
2

∂g(σ
−1) (6.149)

ν = −1
2

∂g ln(det σ) = Tr[Φσ]. (6.150)

It is worth noticing that the quadratic nature of L(x, p) is ensured by the Gaussian form
of W(x, p).

We use the SLD to calculate the QFI Hg related to the parameter g following Eq. (6.146).
However the calculation of the Weyl transform of L̂2

g is not straightforward. In order to
calculate it we need first to Weyl transform the function L(x, p) back to the operator L̂g

yielding

L̂ = Φ11 x̂2 + Φ12(x̂ p̂ + p̂x̂) + Φ22 p̂2 − ν Î. (6.151)

Now, one is able to calculate L̂2
g and after performing the symmetric ordering and the

Weyl transform on it we find L(2)(x, p) as

L2(x, p) = Φ2
11x4 + 4Φ11Φ12 px3 + 4Φ2

12 p2x2

+2Φ11Φ22 p2x2 + 4Φ12Φ22 p3x + Φ2
22 p4

−2νL(x, p)− ν2 − 1
2

det(Φ). (6.152)
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The QFI obtained as the mean value of L̂2 on the state ρ̂ can be calculated by the phase-
space formalism

H(g) =
�

dxdp L(2)(x, p)W(x, p)

= 3Tr[(Φσ)2]− 2νTr[Φσ] + 2 det(σ)det(Φ)

−1
2

det(Φ) + ν2. (6.153)

We will make use of Eq. (6.153) to determine the QFI of the output field. Combining
together (6.153) and (6.149) we obtain the QFI for a two dimensional Gaussian state
with zero mean

H(g) =
1
2

Tr[(∂g(σ
−1)σ)2]− 1

8
det[∂g(σ

−1)]. (6.154)

The quantum Cramér–Rao bound (6.145) for an unbiased estimator is saturated only if
we implement the best strategy (POVM) that minimizes the MSE of the parameter esti-
mation. This strategy is usually very difficult to find and may be impossible to imple-
ment [1]. However, we can find for each practical measurement strategy the maximum
amount of Fisher information it can provide. Measurements on quantum systems pro-
vide a probability density function which depends on the parameter to be estimated.
The amount of information on the unknown parameter carried by this probability den-
sity function can be measured by the so-called classical Fisher information (CFI)

Fg =
�

dxP(x|g)
�

∂g log P(x|g)
�2

, (6.155)

where P(x|g) is the conditional probability of obtaining the output of the measure x
when the true value of the parameter is g. In quantum mechanics the conditional prob-
ability is given by the relation P(x|g) = Tr[ρ̂gΠx]. Here, we consider that the measure-
ments are performed by balanced homodyne photodetection (BHD) [55]. This makes
use of two photodetectors, each with quantum efficiency η. In BHD the data recorded
is proportional to the difference of the measured photon numbers n1,2 of the two pho-
todetectors, yielding

Pθ(n|g) =
∞

∑
m=0
�: e−η(n̂1+n̂2)

(ηn̂1)
n+m

(n + m)!
(ηn̂2)m

m!
:�ρ̂g⊗ρ̂LO

where ρ̂LO is the state of the local oscillator, considered to be a coherent state ρ̂LO =

|αLO��αLO|. The symmetric order denoted by : : helps us to find the Weyl transform of
the element Πη

k (x, p) of the BHD POVM,

Πη
k (x, p) = exp

�
−

2η(k− x cos θ+p sin θ√
2

)2

1− η

�
(6.156)
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obtained in the limit of |αLO| � 1. The parameter θ is the angle of the coherent state
|αLO�, i.e., θ = arg(αLO) and defines the quadrature that is measured. The conditional
probability is

Pη
θ (k) =

�
2η

π(1− η)

�
dxdpW(x, p)Πη

k (x, p). (6.157)

Using the condition (6.144) for the Wigner function leads to

Pη
θ (k) =

1
π

�
2η

1− η + 2ηRT
θ σRθ

e
− 2ηk2

1−η+2ηRT
θ

σRθ ,

where we have defined Rθ = (cos θ, sin θ)T. Now, we can calculate the CFI with the
help of Eq. (6.155), yielding

Fη
g = 2

�
ηRT

θ ∂gσRθ

1− η + 2ηRT
θ σRθ

�2

. (6.158)

Eq. (6.158) is a novel and compact form for the classical Fisher information of the BHD.
Notice that in the case of perfect detectors (η → 1) Eq. (6.156) reduces to a Dirac delta
Π1

k(x, p)→ δ(k− RTξ). In this case the CFI assumes the form

F1
g =

�
RT

θ ∂gσRθ

RT
θ σRθ

�2

. (6.159)

6.6.2 | Results
In section 6.5.1 we have calculated the covariance matrix (6.143a) of the output field
escaping the cavity and characterized by the filter function (6.142). In section 6.6.1 we
have calculated the general form of the quantum Fisher information (QFI) of Gaussian
states with zero mean, like the output field, and the classical Fisher information (CFI) of
balanced homodyne photodetection (BHD) measurements. In this section we numeri-
cally investigate and compare QFI and CFI for an experimentally feasible situation. We
consider the cavity to possess equal internal and external decay rates κin = κloss = κ

and our detector to stay on for a temporal window of length τ = 1/κ. For our nu-
merical analysis we take the experimental values from [186], which are κ/2π = 18.5
MHz, γ/2π = 130 Hz, ωm/2π = 1.14 MHz, T = 11 K, m = 16 ng, and the power of
the laser P = 1 µW. Although the subject is to estimate the optomechanical coupling
strength, we still need to set a central value around which we conduct our investiga-
tions. The coupling g appears in the interaction Hamiltonian with the dimensionality
of [Hz · m−1], whereas in the optomechanics community is common to refer to the cou-
pling strength g in Hertz [8]. We solve this issue with a transformation of the coupling
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Figure 6.27: Quantum Fisher information (QFI) as a function of the filter function’s cen-
ter frequency Ωk. In the rotating frame the peak of QFI is at Ωk = 0, which corresponds
to maximum accuracy reached in the estimation scenario. This also means that in the
laboratory frame measurements should be performed around the frequency of the driv-
ing laser ωL. The parameters are κ/2π = 18.5 MHz, γ/2π = 130 Hz, g/2π = 129
Hz, ωm/2π = 1.14 MHz, m = 16 ng, T = 11 K, Δ0 = −2κ and the cutoff frequency
Ω = 5ωm.

strength g → g
�

2mωm
h̄ . This value according to Ref. [186] is chosen to be g/2π = 129

Hz. In order to work in the high-temperature limit kBT � h̄Ω � h̄ωm, we set the cut-
off frequency Ω in Eq. (3.48) to 5ωm. In our subsequent numerical investigations the
detuning Δ0 is always chosen in such way that bistability of the mechanical oscillator
is avoided [187]. As a next step we need to understand which central frequency of the
filter function Ωk gives us the best accuracy on the estimation of the coupling strength
g. Therefore, we have calculated QFI as a function of Ωk, which has a peak at Ωk = 0, as
shown in Fig. 6.27. Since we are in the rotating frame, this means that our detector filter
function peaks at the laser frequency ωL.

Our goal is to find conditions for which the BHD results the best achievable estimation
strategy. This would correspond to the saturation of the quantum Cramér–Rao bound.
The outcome of the BHD depends on the quantum efficiency of the detectors η and on
the quadrature phase θ we choose to measure. Figs. 6.28 show the CFI as a function of
these parameters. We notice that in the case of ideal detectors, i.e., η = 1, the optimal
choice for the phase θ = θmax leads the CFI to saturate the upper limit given by the QFI.
This is a remarkable result that allows us to consider BHD as the optimal measurement
that gives us the best estimate of g. In fact Fig. 6.28 b) shows that the detector’s efficiency
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Figure 6.28: a) Classical Fisher information (CFI) as a function of the quadrature phase
θ for different values of η. b) CFI as a function of η for two different choices of θ. Ωk = 0
and the rest of the parameters are the same of Fig. 6.27.

η is a very important parameter that affects the quality of the measurement, although it
is no surprise that ideal photodetection results an optimal measurement scenario.
In general, an analytical solution for θmax is very cumbersome, because the global maxi-
mum of either Eq. (6.158) or Eq. (6.159) depends on the entries of σ in Eq.(6.144), which
are very complicated functions of the parameters of the system. However, the angle θmax

can be understood in the following way. Let us consider (6.159), which is the square of a
generalized Rayleigh quotient for the self-adjoint matrix pairs (∂gσ, σ) (see for example
Ref. [188]). Assuming that σ is positive definite, i.e, does not describe a pure state, we
would like to maximize

f (θ) =
RT

θ ∂gσRθ

RT
θ σRθ

. (6.160)

The maximum value that f (θ) can reach is the maximum eigenvalue λmax of σ−1/2 · ∂gσ ·
σ−1/2 when Rθ is equal to the corresponding eigenvector vmax, which automatically
defines θmax. In the case of (6.158) we have a squared sum of generalized Rayleigh
quotients [189] and now θmax can mostly be found by computational efforts.
Our numerical investigations show that the value of θmax is most sensitive to changes
in the value of detuning Δ0 as well of the central frequency of the filter function Ωk. In
order to gain some insight, we show in Fig. 6.29 a) the dependence of θmax with respect
to Ωk. We can see θmax as a function of Ωk follows an inverted ramp function. The ramp
starts at κ2/Δ0 and has a period of 3κ. In the limit Δ0 → −∞, θmax tends to π. This
is demonstrated in Fig.6.29 b), which shows the value of θmax as a function of the ratio
−Δ0/κ.
In the case of ideal detectors, i.e. η = 1, and choosing θ = θmax the curve of CFI as a
function of Ωk perfectly overlaps with the curve of QFI on Fig. 6.27. Thus, we can def-
initely set Ωk = 0 for the rest of our numerical analysis, because this choice guarantees
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Figure 6.29: a) The quadrature phase θmax as a function of the filter function’s center
frequency Ωk and for different values of the detuning Δ0. b) θmax as a function of the
detuning Δ0 for Ωk = 0. All other parameters are the same of Fig. 6.27.

QFI

η=0.1

a)

2×10
8

4×10
8

6×10
8

8×10
8

1×10
9

10
-11

10
-7

10
-3

κ[Hz]

C
F
I

QFI

η=0.1

b)

1.0×10
3

3×10
3

5×10
3

7×10
3

10
-7

10
-4

0.1

100

γ[Hz]

QFI

η=0.1

c)

10
-8

10
-7

10
-6

10
-10

10
-7

10
-4

10
-1

P[W]

C
F
I

QFI

η=0.1

d)

0 200 400 600 800

10
-14

10
-10

10
-6

0.01

100.00

g[Hz]

Figure 6.30: Classical Fisher information (CFI) as the function of the parameters κ, γ,
P and g. We set Δ0 = −2κ and Ωk = 0. In the different figures we keep constant the
parameter values of Fig. 6.27 and vary: a) the optical decay rate κ; b) the mechanical
decay rate γ; c) the power of the driving laser P; and in d) the value of the coupling
constant g.
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Figure 6.31: Semilogarithmic plot of the quantum Fisher Information (QFI) as a function
of the mechanical bath temperature T for different values of the mechanical decay rate
γ. Increasing γ leads to lower values of QFI. γ0/2π = 130 Hz and the rest of the
parameters are the same of Fig. 6.27.

the maximum accuracy in the estimation scenario. Now, we show the CFI, calculated
numerically as we vary selected parameters that appear in the dynamical matrix A of
Eq. (3.51). The ranges of the plots are given by the stability conditions imposed on the
system. Figs. 6.30 a) and 6.30 b) show the CFI as a function of the optical and mechani-
cal decay rate respectively. These curves illustrate that increasing the decay rates lowers
the accuracy of the estimation of the optomechanical coupling strength g. The opposite
behavior is obtained increasing the power of the driving laser P, see Fig. 6.30 c). In this
case a higher P leads to a higher value for the stationary field amplitude |α|, which leads
to more significant contribution to the dynamics from the optomechanical interaction as
it appears in the interaction Hamiltonian gα(a† + a)(b† + b). Fig. 6.30 d) shows the
CFI for different values of the optomechanical coupling strength. We remind the reader
that the true value of g is yet unknown. The CFI has its minimum for g = 0, meaning
that the accuracy is lower when the system experiences weaker optomechanical inter-
actions. Conversely, the CFI increases monotonically with the value of g and it reaches
its maximum when the system is on the threshold of the instability.

Fig. 6.31 shows the QFI as a function of the temperature of the mechanical bath. For
high temperature the state tends to the maximally mixed state, regardless the value of
g, and the QFI decreases. For this reason making measurements at low temperatures
increases the estimation accuracy. QFI shows a sudden drop for a temperature around
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1 K. This value depends on the particular choice of the spectral density (3.48) of the
Brownian noise and on the other parameters of the system. As expected, increasing the
value of γ leads to lower values of QFI, the accuracy of the estimation becomes worse.

6.7 | Summary
In this Chapter we have introduced estimation theory focusing in the quantum version
of the theory. Two prominent approaches have been considered, the Bayesian and the
frequentistic approach. The Bayesian approach starts from a prior probability distribu-
tion for the true value of the parameter to be estimated. Indeed, the prior probability
can be given by previous measurements, or by the physics of the system. After mea-
surements, the probability distribution is updated with the outcomes giving a posteri-
ori distribution and a new estimation for the true value. This exploits the Bayes rule
for conditional probabilities. On the other hand, the frequentistic approach blames the
uncertainty in our knowledge to a little number of measurements. For this reason the
frequentistic philosophy believes the uncertainty of the estimate could be reduced to
its minimum, if an infinite number of data is provided. This approach aims to find
this minimum and gives its value for a given measurement apparatus, and this is the
meaning we should give to the Fisher information and its quantum counterpart.
Here, we applied this analysis for the inference of the optomechanical coupling strength,
finding very different results, which accounts for the different nature of the two ap-
proaches. In the Bayes approach, the POVM which minimizes the mean-squared error
of the estimate does not correspond to any implementable measurement, at least with
current technology. On the other hand, following the Fisher approach, our analysis sug-
gests that balanced homodyne photodetection plays a fundamentally important role in
the estimation of the optomechanical coupling strength. However, it must be mentioned
that our work is valid only for unbiased estimators. In both cases, finding the smallest
lower bound for the mean-squared error might reinforce our prior expectation of the
value of the optomechanical coupling strength. It is also important to mention that the
use of N independent and identical repetitions of the measurement scenario reduces the
lower bound of the mean-squared error by a factor of N−1 [190].
Finally, our work bridges cavity optomechanics and inference techniques with the help
of experimentally plausible models and parameter values and could serve as a guide for
the optimal experimental characterization of optomechanical systems, which plays im-
portant roles in the application of these models for quantum transport and optomechanically-
based information devices.
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7

Conclusion and outlooks

This thesis has covered a broad spectrum and different branches of condensed matter
and theoretical physics. The main focus has been presented in Chapter 2, optomechan-
ics, which will have a prominent role in future quantum technologies. Here, we intro-
duced the subject and derived the Hamiltonian which better describes the dynamics in
Sec. 2.2, starting from classical arguments and then applying the canonical quantization.
The quadratic nature of the Hamiltonian makes very difficult to solve the Schröedinger
equation, but in special cases which are shown in Sec. 2.2.1. Usually, in a feasible ex-
perimental scenario, a strong laser drives the system to a Gaussian steady state and the
dynamics is described by means of the fluctuation operators around their mean value.
Thus, the dynamics of the system gets to be linear in the fluctuation operators and we
can easily find a solution of the equations of motion. This procedure and the mathemat-
ics behind it is described in Secs. 2.3,2.4 and 2.5.

In Chapter 3 we went into the details of the equations of motions, applying the for-
malism of open quantum system. In particular we focused on the classical Langevin
equation in Sec. 3.2 and its quantum counterpart in Sec. 3.3, in order to find the input–
output relation in 3.3.2 and the equation of motions for the optomechanical cavity in
Sec. 3.4. The open quantum system description is necessary as the optomechanical cav-
ity is driven by a laser and subject to external noise. The laser provides Makovian noise
to the electromagnetic field inside the cavity and the mechanical motion experiences
quantum Brownian noise coming from the environment. Brownian noise is intrinsi-
cally non-Markovian and this results into more cumbersome equations. Nevertheless,
in Sec. 3.4 we found a description of the Gaussian steady state in terms of the covariance
matrix of the optomechanical operators.

Chapter 4 gets into the heart of the thesis and of the doctoral work. Here we introduced
quantum transport and showed the relevant Green-Kubo formalism in Sec. 4.2, which
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allowed us to relate the Green’s function with the transport properties of the system. In
Sec. 4.3 we analyzed a one dimensional chain described by tight-binding Hamiltonian
and composed by three blocks, the sender, the wire and the receiver. The three block
are coupled together with a weak coupling and we set our initial state to be localized
in the sender. The energy spectrum provided by the weak coupling leads the dynam-
ics to follow a Rabi-like cycle that transfers the state from the sender to the receiver.
Here we analyzed the transfer probability and the dynamics for excitations of fermionic
and bosonic nature finding the similarities and differences between them. In general
we found that the fermionic dynamics gives the envelop curve of the bosonic dynam-
ics, with the result that the transfer is performed in similar time for the two species. In
Sec. 4.6 we analyzed the transfer of entanglement in the same system. Different mea-
sures of entanglement for a tripartite system had been analyzed in order to give a strong
statement about the performance of the transfer. This system has little to do with op-
tomechanics, however, it allowed us to introduce quantum transport and to see a system
where you can have high fidelity transfer. We leave for future works the analysis of the
performance of the transport under external noise. Furthermore we can associate to
each site two different coupled modes resembling an optomechanical cavity and check
the different behaviors obtained. As a final remark on this work, we need to acknowl-
edge the periodic nature of the transfer. Even though this system has been proposed for
charging quantum batteries and can indeed have many applications on this field, the
reader should notice it does not allow the receiver to be connected to the system for an
indefinitely amount of time. This issue can be be solved disconnecting the battery after
half period of the Rabi cycle, however this solution may not be satisfactory to most.
For this reason, in Chapter 5 we showed particular materials which allow only one
direction of propagation and they are called topological insulators. We introduced in
Sec. 5.2 and 5.3 the classical and quantum Hall effect respectively as they provide a
basis for understanding the topic. They also represent the first example where topo-
logical insulators arise in physical systems. We then put a focus on the mathematics of
topological insulators in Sec. 5.5. They are called topological because their properties
strictly depend on the topology of the parameter space where they are defined. Once
this relation had been made clear, topology has been used to describe very different
physical phenomena, from the Aharanov-Bohm effect in classical electromagnetism to
gauge theories in quantum mechanics. The link is in the appearance of a geometric
phase which directly comes from the topology of the space where the quantum states
are defined. Moreover, given a symmetry of the system and a gauge theory we can re-
late it to a geometric phase and consequently to a geometric invariant. In condensed
matter physics Chern insulators are topological insulators defined on a 2d lattice. The
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parameter space we consider is the Brillouin zone. Breaking the time-reversal symmetry
of the system leads to a system with back-scattering immune conductive states, called
edge states. In Sec. 5.7 we applied the theory on an array composed by optomechanical
microresonators. In order to break the time-reversal symmetry we built the lattice con-
necting the microresonators through a non symmetric optical wave-guide. Analyzing
the spectrum of the system we discovered the presence of mechanical edge modes able
to topologically transport phonons through the array. We tested the transport inserting
mechanical disorder in the system, confirming the robustness of the transport. For a
high level of disorder the topology of the system is changed and the system experiences
a topological phase transition, losing the edge modes. The mechanical edge modes in
our system are to be found in a band gap that is created by the avoided crossing between
the optical and mechanical band. As a note, the spacing is given by the optomechani-
cal coupling, therefore we need a good knowledge of the coupling strength in order to
locate the edge states.
What underlies our ability of controlling and using these systems for cutting-edge tech-
nological applications is, ultimately, the knowledge we have of the system’s parameters.
In Chapter 6 we introduced parameter estimation theory. This tool teaches us how we
can extrapolate the maximum information from a system in order to infer the parame-
ters value. Two main approaches are used, the Bayesian and the frequentistic, or Fisher,
approach. Both are described respectively in the classical theory in Secs. 6.1.1 and 6.1.2,
and in the quantum theory in Secs. 6.2.1 and 6.2.2. Bayes approach considers the pa-
rameter distributed as a random variable with its own probability distribution function.
At the same time the estimation of the parameter is naturally subject to a possibility of
a mistake and some errors can be bigger than others. Therefore Bayes approach con-
siders a cost function in order to quantify the amount of error and it seeks to find an
estimation strategy which minimizes the average cost function. Fisher approach, on the
other hand considers the parameter having a fixed value and our uncertainty on it is
given by the low number of data on the system we have. As in the frequentistic ap-
proach to probability any uncertainty on the parameter value could be in theory solved
for a number of data that goes to infinity. The goal of this approach is to find the best
strategy which minimizes the mean–squared error associated with the measurement. In
Sec. 6.3 we applied quantum Bayesian estimation to the inference of the optomechani-
cal coupling strength and in Sec. 6.5 we applied it to the estimation of the dipole-matter
interaction coupling strength. For both the systems we found the optimal strategy is
not implementable directly in a laboratory, if not for some particular cases. However,
Bayesian strategy offers a crucial starting point for the estimation of a parameters, since
what it does is to update the probability distribution function of the random param-
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eter with the new information acquired from the data. It is at this point the cunning
experimentalist passes into the Fisher approach and tries to maximize the precision of
the measurement around the most probable value. Indeed, in Sec 6.6 we analyzed the
estimation of the optomechanical coupling following the Fisher approach. We calcu-
lated the quantum and classical Fisher information, which are related to the variance of
the estimate thanks to the Cramér–Rao theorem. The quantum Fisher information is a
property of the quantum state and it gives the minimum amount of variance one could
ever get from a single measurement. The classical Fisher information is a property of the
state as well as of the measurement we perform. The purpose of this analysis is to find
a measurement for which the classical Fisher information is as large as the quantum
Fisher information. We accomplished this task finding the ideal balanced homodyne
detection has equal classical and quantum Fisher information.
Future works will aim to apply multiparameter investigation on optomechanical sys-
tem. As mentioned above, a laser with a frequency centered in correspondence of an
optical mode of the cavity and with bandwidth narrower than the spacing between
the optical modes is able to populate only that particular mode and the description we
found in Sec. 2.2 can be quite accurate. However nothing prevents us to consider sev-
eral mechanical modes each of them coupled with the electromagnetic field with its
own coupling. We look further into applying estimation theory to this problem which
can give us more insight about the physics of optomechanics. Furthermore, the trans-
port properties of the materials (either topological or not), can be obtained with the
Green–Kubo formula. This results in a straightforward relation between the transport
coefficients and the correlations among the operators. An analysis of the optimal mea-
surements is in order, to maximize the amount of information we may obtain for the
inference of the transport parameters.
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