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ABSTRACT 
This study focuses on the mechanical properties of graphene – a carbon allotrope consisting of a 

single layer of atoms arranged in a two-dimensional hexagonal lattice. Given the massive scientific 

research interest that graphene generated during the last few years, work directed at fully 

understanding its material properties and in turn its expected behaviour under different conditions 

has proved key to its wider utilisation. Specifically, understanding the mechanical response of 

graphene under different loads is deemed central in the design of graphene-based devices such as 

filtration membranes. This work focuses on the measurement of the elastic modulus of graphene, 

particularly for pristine and defective membranes using point-loading nanoindentation via atomic 

force microscopy. 

Few-layer and multi-layer graphene membranes prepared in-house via mechanical exfoliation as 

well as single-layer CVD-grown graphene membranes deposited on pre-fabricated microsieves 

were considered. Atomic force microscopy was the primary tool used to indent the graphene 

membranes and thereby measure the elastic modulus of graphene. While generally nanoindentation 

is considered a suitable technique for accurate modulus determination, this work reveals that testing 

parameters such as the spring constant of the cantilever used and the depth to which the membranes 

are indented affect the measurements obtained. The work presented emphasises the dependency of 

the measurements obtained on the exact methodology adopted. This points towards the need for an 

established set of guidelines to be followed such that the results across multiple research groups 

and testing platforms can be comparable. This work provides preliminary guidelines for this scope. 

Some applications, such as graphene-based filtration devices, exploit the presence of defects in the 

crystalline lattice of graphene to tailor its performance. In this work, gallium ion irradiation was 

used to introduce defects in the graphene membrane. Similar nanoindentation of the treated 

membranes revealed no clear trend as to whether the elastic modulus is affected by the applied 

treatment when compared to the untreated material. 

Finally, molecular dynamics simulations were performed to support and provide insight to the 

experimental work carried out. The results confirm the ability for simulations to replicate 

experimental results. As a significant contribution, this work highlights the limitations of the 

mathematical model used to calculate the elastic modulus from the obtained indentation curves.  

The use of mathematical methods to ascertain whether experimental results obtained are accurate 

is suggested. 
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To raise new questions, new possibilities, to regard old problems from a new angle, requires 

creative imagination and marks real advance in science. 

~ Albert Einstein 

 

Chapter 1 INTRODUCTION 
Advances in nanotechnology has led multi-disciplinary scientific researchers to discover new 

exciting phenomena and invent breakthrough materials and technologies. One such notable 

discovery includes the successful synthesis of graphene [6, 7], a strictly two-dimensional (2D) 

carbonaceous material possessing remarkable electrical [8, 9], thermal [10, 11], chemical [12] 

and mechanical [13] properties. With such exceptional properties and the establishment of a 

large research investment [14], it is expected that graphene will markedly improve a number 

of existing technologies and become the enabling technology of new products and processes. 

Nonetheless, the proper understanding of graphene’s properties and the ability to measure and 

predict them will truly allow for graphene-based technologies to be successful.  

1.1 GRAPHENE 
The 2D layers that make up graphite have been theoretically studied in the mid-20th Century 

[15, 16]. Such 2D structures were only used as theoretical models since it was generally 

believed that individual 2D layers are physically unstable due to large thermal fluctuations [17, 

18]. However, in 2004, experimentation revealed the possibility of creating stable free-standing 

graphene [6] – a single hexagonal layer of sp2-hybridized carbon (C) atoms. The atomic 

structure of graphene is illustrated in Figure 1.1; multiple graphene sheets stacked one on top 

of the other form the 3D bulk graphite. The discovery of graphene landed Novoselov and Geim 

a Nobel Prize in Physics in 2010 [19] and opened up research on other 2D materials such as 

hexagonal boron nitride, stanene and phosphorene [20, 21]. Apart from the widely researched 

monolayer graphene (or single-layer graphene (SLG)), two stacked layers of graphene (bilayer 

graphene (BLG)), few-layer graphene (FLG), and multi-layer graphene (MLG) have also been 

identified and produced. 
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Figure 1.1: A model of a graphene sheet showing the bond length (1.42 Å), bond angle (120°), and direction 

notation (armchair, AC, and zigzag, ZZ, directions). 

Following its breakthrough discovery, numerous investigations on the properties and behaviour 

of graphene when exposed to different conditions were, and are still being, carried out. Perhaps 

one of the most researched areas is the electrical properties of graphene. Its single-atom 

thickness and very high electron mobility allow the use of graphene in nanoelectromechanical 

systems (NEMS) and microelectromechanical systems (MEMS), even possibly replacing the 

widely-used silicon in the micro and nano-electronics industry with smaller and more efficient 

transistors. 

On the other hand, the mechanical properties of graphene have been studied to a lesser extent 

compared to its electrical and electronic counterpart. The design of graphene-based 

technologies that rely on the mechanical performance of graphene requires extensive 

knowledge on its mechanical properties for its use in that specific application. Early 

experiments demonstrated that graphene possesses a very high breaking strength, coupled with 

an elastic modulus comparable to that of diamond and graphite along the basal plane [13]. 

These promising results were followed by other experimental, theoretical, and simulation 

studies geared towards the measurement and/or calculation of such properties and their 

response to a change in system conditions (such as temperature and the quality of the graphene 

sheet). The permeability of graphene sheets was also studied, concluding that while pristine 

graphene is impermeable to even one of the smallest atoms, helium [22], the controlled 

introduction of nanopores in the graphene membrane renders the nanomaterial selectively 

permeable [23], that is, only atoms or molecules smaller than the nanopores would be able to 

pass through the graphene membrane. Such characteristics permit graphene to be exploited in 

new, exciting applications. 
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1.1.1 MECHANICAL PROPERTIES OF GRAPHENE 
Since its discovery, the peculiar properties of graphene have entranced numerous researchers 

into a wide-spread drive to study the full potential of graphene. Studies exploring the 

mechanical properties of graphene have indeed revealed extraordinary mechanical behaviours. 

For instance, pristine graphene exhibits a modulus of elasticity of around 1 TPa, a value which 

has been found using both experimental techniques [13, 22], and computer simulation [24]. It 

was revealed that graphene exhibits a nonlinear elastic response, with computer simulations 

indicating that the maximum stress and strain sustained before fracture are anisotropic. It was 

noted that monolayer graphene loaded in the zigzag (ZZ) direction sustains stresses of around 

107 to 130 GPa and strains of around 0.23 [13, 24], while in the armchair direction, the 

maximum stress at fracture is around 90 GPa at 0.13 strain [24]. The range of values reported 

for the fracture stresses, strains and elastic moduli is typically attributed to (i) the accuracy of 

the experimental testing system or simulation model, (ii) the different conditions in which the 

graphene was mechanically loaded, or (iii) the crystalline quality of the graphene. In fact, work 

on establishing the relationship between the measured mechanical properties with system 

temperature [25-28], graphene sheet size [24, 25], and the crystalline quality of the initial 

graphene sheet (or the presence of defects) [25, 28-30], amongst others, has been initiated. 

1.1.2 DEFECTS IN THE GRAPHENE CRYSTAL 
Graphene crystals are seldom two-dimensional pristine hexagonal lattices, but instead are often 

riddled with various defects within their structure. To this end, one of the advantages of 

nanomaterials in general is that the probability of the nanomaterial to have a defect can be 

substantially lowered due to the lower number of atoms making up the nanocrystalline material.  

Nonetheless, several types of defects in the graphene crystal have been identified [4]. Amongst 

the most commonly found are (i) vacancies in which one or more C atoms are missing from 

the lattice (Figure 1.2 (a)), (ii) adatoms whereby extra C atoms covalently bond to the 

hexagonal lattice in the third dimension creating a case where the bottom C atoms within the 

graphene sheet are bonded to four atoms rather than three (Figure 1.2 (b)), (iii) other atoms or 

functional groups1 replacing a C atom or otherwise attached to the graphene sheet either 

 

1 Functional groups are groups of atoms chemically attached to the graphene sheet that alter the chemical 
properties of the system. 
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above/below the plane or at the edges (Figure 1.2 (c)), and (iv) grain boundaries marking a 

change in the crystal orientation from one domain, or grain, to another (Figure 1.2 (d)). 

While significant research has been geared towards developing various synthesis techniques to 

isolate or produce graphene, it was found that different synthesis routes tend to produce 

graphene with different crystalline quality. For instance, the condition of the graphite from 

which the graphene is mechanically exfoliated, the structural quality of the substrate onto 

which graphene is deposited, the chemicals used in other synthesis routes and/or the graphene 

growth and deposition parameters, highly determine the crystalline quality of the graphene 

produced. In the case of mechanically exfoliated graphene, although in general the graphene 

samples have a high degree of order, defects present typically include vacancies or Stone-

Wales defects2. On the other hand, graphene grown via chemical vapour deposition tends to 

contain an appreciable number of grain boundaries that separate domains of different 

orientations [31]. Furthermore, graphene produced by the chemical reduction of graphene 

oxide tends to contain a significant amount of functional groups. Defects can also be 

intentionally introduced by energetic particle irradiation [4, 32] or oxygen plasma techniques 

 

2 Stone-Wales (SW) defects involve the reconfiguration of the C-C bond to form non-hexagonal polygons. 

Figure 1.2: Atomic configurations of (a) single vacancy, (b) adatom, (c) foreign atom, and (d) grain boundary 

[4, 5]. 
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[33]. The energetic electrons or ions are capable of locally disrupting the crystalline structure 

of the graphene and even sputtering carbon atoms from the hexagonal structure upon collision 

to create point defects. 

It was shown that these defects have the potential of altering the properties of graphene, with 

different types of defects affecting different aspects of the graphene's electrical, chemical, and 

mechanical properties. With reference to the mechanical properties, the presence of single point 

defects (such as vacancies or Stone-Wales defects) reduces the strength of the graphene sheet 

[25, 28, 29, 34], while an increased defect density causes a significant drop in fracture stress 

and fracture strain [25, 28, 35]. It is still debatable whether a closely-controlled defect density 

can, in special cases, increase the elastic modulus of graphene [94], as opposed to the typical 

observed behaviour of a reduction in modulus with an increase in defect density [25, 30]. 

Focused electron and ion beams have been used to introduce point defects or nanopores, and 

nanopattern graphene structures. These nanostructures are in turn of great interest for use in 

next-generation filtration or desalination membranes whereby the nanoporous graphene can act 

as a filtration membrane [36, 37], and nanoelectronics, which often require graphene to be 

nanopatterned in specific geometries [38]. 

The ability to alter the graphene crystal lattice by introducing the desired defects offers the 

capability of tailoring the properties of graphene for the intended application. As such, 

understanding the nature of defects in graphene and the techniques used for creating and 

characterizing such defects is key to the effective integration of graphene in several dedicated 

applications. 

1.1.3 GRAPHENE-BASED APPLICATIONS 
Graphene's exceptional electron mobility and mechanical flexibility are very attractive 

properties for the electronics industry, especially in the development of flexible electronics [39, 

40]. Its sensitive electronic properties towards a change in chemical structure or surrounding 

conditions also makes graphene an attractive candidate material for use in sensors, most 

particularly biosensors [41]. Amongst the most recent and temporally relevant applications of 

graphene in this respect is the use of graphene-coated field-effect transistor-based devices to 

detect COVID-19 (SARS-CoV-2) in clinical samples [42]. 

Due to the high-strength and high-stiffness to weight ratios, graphene has also been integrated 

in composite materials to enhance the material's properties [43]. The addition of graphene 

nano-platelets to an epoxy-based vinyl ester polymer matrix has been shown to increase the 
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elastic modulus, the normal hardness, and scratching hardness of the nanocomposite [43]. The 

addition of partially oxygenated graphene in an epoxy polymer matrix drastically increases the 

fracture toughness of the matrix by 65% and the fracture energy by 115% [44]. It was also 

concluded that for the same weight percentage, graphene is more effective in improving the 

fracture properties of the polymer-based nanocomposite than carbon nanotubes. Other studies 

indicate the potential use of graphene in bullet-proof armour material as it was found to exhibit 

excellent impact energy delocalization under a supersonic penetration event [45]. In fact, it was 

reported that multi-layer graphene sheets performed up to 12 times better than steel under high 

speed projectile impacts. High speed projectile tests on multi-layer graphene revealed a fracture 

mechanism that exhibits very effective energy absorption, rendering graphene potentially ideal 

for body armour vests [45].  

The use of graphene in nanocomposite materials is also being investigated in the aviation 

industry. Electrically and thermally conductive graphene-based nanocomposites used in the 

aircraft fuselage, while offering high strength-to-weight ratios, are capable of effectively 

dissipating the sudden and extreme electrical current from lightning strikes, thereby 

minimizing the severe localized damage incurred on the structure [46, 47]. 

Finally, the selective permeability of porous graphene opens doors for innovative, efficient and 

cost-effective filtration and desalination membranes. Studies revealed an anticipated 15% 

reduction of energy consumption in reverse osmosis plants with the installation of the proposed 

graphene-based membranes [48]. 

Regardless of the application, the mechanical behaviour of the graphene is crucial for the 

design of the device. The strength, stiffness, and structural integrity under different 

environmental and mechanical loading conditions are essential pieces of information which 

allow for the graphene-based device to be designed, produced, and effective in application.  

1.1.4 ENABLING NANOTECHNOLOGIES 
Enabling technologies comprising both experimental techniques and computer simulation are 

essential for the understanding of the material’s behaviour under various conditions. 

Research on the properties and behaviour of nanomaterials is multidisciplinary and can be 

generically addressed from two main fronts. In the field of nanomaterials, theoretical scientists 

can predict the behaviour of a nanomaterial in a set of pre-defined conditions. At the early 

stages of development, theoretical analysis is capable of determining the stability of new 
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materials. Such principles can be further adapted to create a model of the atomic structure and 

configuration of the material, and thereby calculate the predicted material properties. However, 

the complexity of the model and thus the capability of simulating a scenario that fully replicates 

real life conditions is often constrained due to the limitations imposed by the computational 

power required to apply all of the governing equations. As such, simulation models are often 

categorized by the particular set of theories that are adopted, and thus the extent of properties 

that can be studied, as well as the scale of the model, that is respective to the dimensional 

envelope and the time-scale of the simulation. For instance, depending on the system model 

and complexity chosen for the computer simulation, the time and length-scale of the observed 

phenomena may vary from the atomic-scale, typical with the use of molecular dynamics (MD) 

and density functional theory (DFT), up to the macro-scale, with the use of finite element 

modelling. 

On the other hand, experimental scientists may use the hypotheses outlined by their theoretical 

counterparts to test the material’s behaviour in a controlled environment. While certain 

scenarios can be replicated in an experimental setup, these atomistic studies of nanomaterials 

still need highly specialised equipment. As such, the advancements in dedicated and precise 

characterisation techniques are essential for the study of nanomaterials. Most importantly 

amongst these techniques, the development of scanning probe microscopy such as atomic force 

microscopy (AFM) has largely facilitated the study of nanomaterials at the nano and atomic 

scales. The technique broadly uses a nanometric probe to interact with the surface of the 

nanomaterial sample in study. 

The ability to adopt graphene for many new applications lies in the capability to use both 

experimentation and computer simulation to account for processes that occur over multiple 

time and length scales. Quantifying the inherent uncertainty in both approaches is key to realise 

the limitations and strengths of both approaches. Sometimes, the ease with which novel 

graphene systems can be modelled opens up doors to the discovery of phenomena which would 

not have been possible with current state-of-the-art experimental technologies. On the other 

hand, the ability to experimentally test and use the nanomaterial in the desired application can 

be the ultimate goal of such research. As such, the two approaches are complementary to each 

other. 
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1.2 MOTIVATION AND SCOPE OF RESEARCH 
At the time of writing, graphene would have been first discovered sixteen years ago. Compared 

to most other materials which have been studied and used for at least a number of decades, 

graphene research is still in its infancy. Yet, the exponential growth in the research interest on 

this nanomaterial shown by the scientific community in the last few years is testament to the 

unparalleled promise that this material holds. 

The novelty of graphene has driven research from across multi-disciplinary fields to investigate 

graphene. Needless to say that the fundamental phenomena surrounding graphene as well as 

the technology adopted for its synthesis, characterization, engineering, and integration in 

application-based devices still require extensive investigation. For instance, the literature 

review in Chapter 2 will present a number of synthesis and manipulation techniques that have 

since been explored. Yet, none of such methods have been sufficiently developed to result in 

the reliable and repeatable synthesis of graphene with known pre-defined morphologies, yields, 

structural quality, and material properties. 

Similarly, the use of various characterization techniques to assess the desired properties of the 

produced graphene is still being explored. For the scope of this work which aims at 

investigating the mechanical properties of graphene, the lack of an established methodology 

for the measurement of the elastic modulus of graphene, which includes guidelines accepted 

and adopted by the scientific community, is evident. This calls for continued research on such 

methodologies until a well validated method that provides reliable and repeatable results 

emerges.  

While the above is ordinary for most bulk-materials, with published standards and 

specifications covering all key aspects of the material, it is clear that more work is needed for 

the development of equivalent methods for graphene. The extended use of graphene to many 

engineering applications depends on the availability of a sound body of knowledge about 

graphene and the respective synthesis routes, characterisation methods, and testing procedures. 

Methods and procedures can only be established and widely accepted by the research 

community after said methods have been tested by numerous research groups. Repeatability of 

the results across different laboratories will support establishing the use of graphene in various 

applications.  
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These requirements set the overall aim of this study; to reproduce methods for the preparation 

and modification of graphene samples, and subsequent testing of their mechanical properties. 

For the latter, nanoindentation studies using both atomic force microscopy and molecular 

dynamics simulations are to be used to measure the elastic modulus and failure strength of 

graphene. Ion bombardment technology will also be used to introduce defects in the graphene 

samples to allow evaluation of the mechanical properties of the treated non-pristine graphene 

membranes. The results generated will thereby contribute towards establishing a set of 

guidelines or methods that can be followed for the attainment of the desired repeatable results.  

This dissertation is structured as follows. Chapter 2 presents a literature review of the relevant 

studies undertaken with respect to graphene synthesis, characterisation, mechanical testing, and 

modification by ion bombardment. The chapter ends with an outline of the work conducted. 

Chapter 3 will address the sample preparation routine of the required graphene membranes for 

subsequent experimentation, as well as the results obtained from the characterization 

techniques employed. Chapter 4 is dedicated to atomic force microscopy. A theoretical 

overview of AFM and nanoindentation is provided, and then followed by the calibration 

procedures to be adopted for the available AFM set-up. Secondly, nanoindentations carried out 

on the prepared graphene samples and the measured elastic modulus are presented. Chapter 5 

describes the methods used to introduce defects in the graphene samples and to characterize 

the damaged graphene, and the results obtained after nanoindentation of the damaged 

membranes. The theory behind molecular dynamics simulations is given in Chapter 6, together 

with the use of two different graphene models to simulate the mechanical behaviour of 

graphene, and the results obtained used to support the experimental findings. Finally, Chapter 

7 presents the conclusions that can be drawn from this study, and scope for future work. 
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Chapter 2 LITERATURE REVIEW 
Chapter 1 introduced graphene as a recently discovered nanomaterial which sparked global 

research interest and accompanying market value in a variety of industries. A thorough 

understanding of the behaviour and response of graphene under various loading conditions is 

paramount to the successful integration of this nanomaterial in the myriad of promising 

applications. The response of graphene to a mechanical load, and hence the study of its 

mechanical properties, is one of the facets that needs to be explored in detail in order to allow 

graphene-based devices to be realised.  

This chapter aims at reviewing the relevant literature concerning graphene and specifically 

focuses on its mechanical properties. Section 2.1 starts the discussion on the main routes that 

have thus far been established to synthesize graphene. Various characterization techniques 

which are often used to analyse the prepared graphene are presented in Section 2.2. Section 2.3 

is dedicated entirely to atomic force microscopy – the principal testing method adopted for this 

work. Section 2.4 provides an overview of molecular dynamics simulation studies on graphene. 

Section 2.5 gives an overview of the work that has been done with reference to nanoporous 

graphene, whereby the permeability of pristine and nanoporous graphene as well as the effects 

that defects and nanopores in graphene’s crystalline structure have on the mechanical 

properties are discussed. Finally, Section 2.6 summarises the literature reviewed in this chapter 

and outlines the aim of this work, research questions, and objectives of this work.  

2.1 GRAPHENE SYNTHESIS  
One of the most central aspects in nanomaterial experimentation is how to deal with 

synthesising and producing the nanomaterial – in this case graphene. The production route 

chosen tends to greatly influence the quality, and of course the cost, of the graphene produced. 

As will be discussed in more detail in Section 2.5, the properties of graphene are highly  

dependent on the quality of the lattice. That is, the introduction of defects such as grain 

boundaries, vacancies, pores and functional groups tend to alter the mechanical, physical, 

electrical and chemical properties of the graphene, making the defective graphene either 

unsuitable for certain applications or otherwise ideal for other specific applications. Thus, it 

must be ensured that economically feasible synthesis processes are developed in order to 

produce the required quality of graphene for the intended application. 
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There are four main production routes commonly used to obtain graphene. The two top-down 

approaches are; (1) mechanical exfoliation and (2) chemical reduction, and the other two 

bottom-up approaches are; (3) chemical vapour deposition (CVD) and (4) epitaxial growth. 

This review will mainly discuss the simplest route – mechanical exfoliation and the most large-

scale-production-friendly synthesis technique – CVD. Other niche methods are also discussed 

at the end of this section. A more detailed review on the different top-down and bottom-up 

approaches to graphene production with the advantages and disadvantages of both routes is 

available in [49, 50]. 

2.1.1 MECHANICAL EXFOLIATION 
The first ever produced samples of graphene were prepared via mechanical exfoliation by 

Novoselov et al. [6, 8]. Due to its simplicity in terms of the equipment and materials required, 

this technique was subsequently widely adopted by other research groups [13, 33, 38, 51-64] 

to synthesise graphene for laboratory-scale research. This method fundamentally involves the 

mechanical peeling, or exfoliation, of a single layer of graphene from the bulk 3D graphite. 

Thus, this top-down technique revolves around the ability to disrupt the weak van der Waals 

forces that hold the individual hexagonal carbon planes together in graphite to isolate individual 

graphene sheets. In their work, Novoselov et al. [8] start with 1 mm thick platelets of 

commercially available highly oriented pyrolytic graphite (HOPG). After dry etching in 

oxygen plasma to form 5 µm high graphitic stacks, the structured surface is stuck to a glass 

substrate with photoresist. This allows the bulk of the HOPG to be cleaved and leave the thin 

stacks attached to the substrate. Scotch tape is then used to peel off flakes of graphite from the 

stacks to obtain few-layer graphene (FLG) and single-layer graphene (SLG) flakes. Due to the 

use of the adhesive tape, this approach is also referred to as the Scotch-tape method. The 

graphene flakes are finally deposited on silicon wafers or similar substrates. This technique 

proved to be very reliable to produce FLG films of up to 10 µm in size, and even thicker flakes 

of up to 100 µm across [8]. The main steps involved in the Scotch-tape method to mechanically 

exfoliate graphene are shown in Figure 2.1. Novoselov et al. [6] have also successfully 

modified the mechanical exfoliation technique to produce different 2D crystallites (graphene, 

BN, MoS2, NbSe2, Bi2Sr2CaCu2Ox) by rubbing a fresh surface of the bulk layered crystal 

against the oxidized silicon wafer, in a process similar to writing with chalk. Similar rubbing 

techniques have also been used to deposit graphene on silicon wafers with an oxide layer of 
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260 to 330 nm from freshly cleaved Kish graphite3 [51, 52]. The graphite flakes are attached 

to a probe and, acting like a pencil, it is rubbed across the silicon oxide substrate. 

The mechanical exfoliation process is dependent on a number of parameters which need to be 

selected carefully in order to obtain high quality single-layer graphene samples. To start with, 

the bulk graphite should have a high crystalline quality, hence the popular choice of either 

HOPG [6, 8, 45, 56, 57] or Kish graphite [2, 13, 51, 52, 65-68]. Secondly, the substrate onto 

which the graphene layers are deposited determines the ease of locating the graphene flakes. It 

was determined that graphitic films thinner than 50 nm are visible via optical microscopy on 

specific substrates, namely silicon oxide of thickness between 260 nm to 330 nm on top of a 

silicon wafer [8], or other substrates with comparable optical properties [69]. On these 

substrates, FLG and SLG are visible under optical microscopy, essential for the fast location 

of graphene flakes amongst the more abundant and much thicker graphite flakes [6, 69]. 

Graphene prepared by mechanical exfoliation has also been deposited on silicon oxide 

thicknesses of 100 nm [54, 70] and (001) muscovite mica [2, 67]. Mechanical exfoliation has 

also been adapted to produce thin layers of muscovite mica [71] and MoS2 [72, 73].  

Mechanical exfoliation is known to produce graphene samples of high crystalline order, yet 

limited to samples of micrometre dimensions [8]. Hence, such technique is ideal to prepare 

pristine samples for research purposes, whereby the quality of the graphene can be easily 

controlled with relatively inexpensive methods. 

 

3 Kish graphite is high-quality flake graphite obtained from the steel-making waste material.  

Figure 2.1: Mechanical exfoliation of graphene using the Scotch tape method; (a) The tape is pressed onto bulk 

graphite, (b) the top graphite layers are peeled off, (c) the graphite adhered to the tape is pressed against the 

substrate, and (d) the tape is peeled off, leaving single or few layer graphene on the substrate [3]. 
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2.1.2 CHEMICAL VAPOUR DEPOSITION 
A bottom-up approach to produce graphene uses chemical vapour deposition (CVD) of carbon 

on a metallic substrate. In contrast to mechanical exfoliation, CVD requires more advanced 

equipment but is able to produce larger graphene samples. In fact, CVD has been thus far the 

most successful method for commercial large scale production of graphene [50]. 

Most commonly, graphene is grown on copper foil substrates [37, 74-84]. The copper foils, 

with thickness varying from 12.5 µm to 50 µm [74, 78, 82, 83], are first sonicated in acetic 

acid for 5 minutes to remove the oxide layer [77] and subsequently rinsed with deionized water. 

The copper foils are then introduced in a vacuum furnace and annealed at 600°C [75] to 1050°C 

[77] for 20 to 90 minutes under an Ar/H2 flow. After annealing, the temperature is gradually 

increased to 900°C to 1057°C, the Ar/H2 flow suspended and methane (CH4) introduced at 

controlled pressures for 30 to 40 minutes [35-37]. At high temperatures, the methane 

decomposes and carbon is deposited on both sides of the copper foil, forming monolayer 

graphene. The graphene can then be transferred onto another substrate using an intermediate 

transfer material, most commonly poly(methyl methacrylate) (PMMA) [37, 74, 76, 80, 81, 83-

86]. 

Graphene can also be grown on different substrates, such as iridium Ir(111) [87], nickel 

Ni(111) [88], rhodium Rh(111) [89], or thin Ir films on YSZ/Si [90]. The FCC crystal 

substrates and their (111) plane have been shown to better accommodate the formation of the 

graphene on the surface [91]. Different carbon precursors can also be used such as ethylene 

[89], acetylene [88], ethanol [90], benzene, and polycyclic aromatic hydrocarbons [50]. Similar 

to common practices employed when depositing other films via CVD, the substrate surface 

preparation can significantly affect the crystal quality of graphene; for instance clean surfaces 

with very low surface roughness tend to promote uniform nucleation and less structural defects 

within the graphene layer [92-94]. This will in turn affect the properties of the graphene 

produced [88, 93]. For example, electropolishing of the copper foil before deposition has been 

noted to improve the electrical transport properties of the grown polycrystalline graphene [93]. 

It was also found that graphene grown on Ni(111) has its electronic structure altered due to the 

strong graphene-Ni interaction [88]. To restore its electronic structure, Na intercalation can be 

used in which Na atoms adsorbed on the graphene surface spontaneously penetrate below the 

graphene layer at room temperature hence separating the graphene from the Ni substrate. The 
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Na layer can then be easily oxidized such that the graphene is supported on an insulating layer 

[88].  

The final physical properties of the grown graphene are also dependant on the temperatures, 

pressures, and gas flow rates used, and the duration of each step of the CVD process [78, 95]. 

Hence such properties need to be carefully controlled for the desired graphene samples. Several 

studies have been published on the effect of the growth temperature on the resultant graphene 

product, its grain size and its electronic properties [89, 96, 97]. It is claimed that high quality 

single grain graphene layers can only grow at temperatures higher than ~827°C [89], however 

some research has been published suggesting that growth temperature – and hence costs of this 

synthesis technique – can be reduced further [98].  

The transfer process from the metallic substrate onto which the graphene was originally grown, 

to the substrate of choice for the required application also determines the final quality of the 

graphene layer. A wet transfer process is often used; this involves the initial deposition of a 

thin polymeric film, such as PMMA or polydimethylsiloxane (PDMS), on one side of the 

graphene to act as intermediate transfer material [74, 76, 80, 82, 83, 85, 86]. The bottom 

exposed graphene layer is etched away by air or oxygen plasma [78, 83] and the metallic 

substrate removed with aqueous etchants such as iron nitrate [74], ferric chloride [37, 83, 85, 

86], or ammonium persulfate [78, 82, 84] for copper substrates. The graphene/polymer stack 

is then rinsed in deionized water and deposited onto the desired substrate with the graphene in 

contact with the substrate. The overlying polymer is finally removed via thermal [78, 81, 82, 

86] or chemical means, with organic solvents such as acetone [37, 83-85] being the most 

popular. Annealing can also be used after dissolution of the PMMA to remove any residues 

[80, 83, 84]. This lengthy process inevitably introduces a number of defects in the graphene 

membrane – the use of chemical baths can attack the graphene membrane and add functional 

groups to the otherwise pristine graphene. Moreover, the physical transfer of the graphene stack 

from one substrate to another, often over a water bath, can result in wrinkling of the final 

deposited graphene sheet due to the fragility of the thin polymeric transfer medium [83].  

Presently, the typical CVD output comprises of a relatively large area of graphene having grain 

boundaries dividing differently oriented grains. The production of large amounts of high 

quality graphene, single grain films is still in its infancy. The transfer process has also been 

improved with certain commercial groups preparing CVD-grown graphene in an easy-to-

transfer ‘sandwich’ to facilitate the process [99]. 
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2.1.3 OTHER TECHNIQUES 
In addition to the above mentioned graphene synthesis routes, other graphene production routes 

have been developed. For example, a chemical route which involves the chemical reduction of 

graphene oxide is also often adopted. Other 'unconventional' graphene production methods 

have also been explored, some of which will be outlined hereunder. 

2.1.3.1 Chemical Reduction of Graphene Oxide 

Another top-down technique involves the chemical reduction of graphene oxide (GO) to 

produce graphene. The initial GO is typically prepared from graphite using the Hummers 

method [100]. Graphite flakes are mixed with sodium nitrate (or nitric acid) and sulphuric acid 

in an ice bath at 0°C and stirred continuously for 15 minutes [101]. While maintaining vigorous 

agitation, potassium permanganate is added to the suspension over 15 minutes, making sure 

that the temperature of the mixture is kept below room temperature. The temperature is then 

increased gradually to around 35°C for about 30 minutes as the mixture turns brown in colour. 

Distilled water is then added slowly while keeping the temperature at 98°C for 15 to 

30 minutes. The suspension is further diluted with warm (40°C) distilled water and hydrogen 

peroxide to reduce the residual permanganate and manganese dioxide to manganese sulphate. 

The addition of the hydrogen peroxide turns the solution to a bright yellow colour which is 

then filtered, washed with distilled water and finally dried in vacuum at 60°C for 24 hours to 

obtain GO.  

The oxygen functional groups of GO make the graphene oxide soluble in water with sonication. 

The presence of -OH, -O, and/or -COOH functional groups in GO increases the interlayer 

spacing between the individual graphite oxide layers hence weakening the van der Waals 

interlayer forces [102]. In turn, the reduction in interlayer interaction facilitates exfoliation via 

sonication. Graphene oxide nanosheets can thus be obtained by ultrasonicating and hence 

exfoliating the GO [103]. The prepared solution can then be deposited over the desired 

substrate, such as Si/SiO2 wafer, and reduced by hydrogen plasma treatments to yield graphene 

monolayers with lateral dimensions of 0.1 to 5 µm [104]. Several other reduction techniques 

can be used to reduce GO to graphene. Stankovich et al. [105] used hydrazine hydrate to reduce 

GO in an oil bath at 100°C under a water-cooled condenser for 24 hours, in a similar process 

presented in [106] illustrated in Figure 2.2. Pomegranate juice has also been used to reduce the 

GO via the reducing agent anthocyanin present in the juice [101].  



Chapter 2 – Literature Review 

16 

 

Figure 2.2: Production of reduced graphene oxide via the production of graphene oxide and the subsequent 

reduction by hydrazine [106]. 

Su et al. [107] presented a study on impermeable barrier films and protective coatings based 

on graphene obtained via GO reduction. After preparing GO using the Hummer's method, the 

authors [107] report three methods of reduction; (1) thermal reduction at 300°C in Ar/H2 

mixture for 4 hours, (2) exposure to hydrochloric acid vapour at 90°C for 5 to 30 minutes with 

the samples rinsed repeatedly with ethanol to remove residual acid, and (3) immersion in 

vitamin C/water solution at 90°C for 1 hour. The permeation properties of the GO and reduced 

GO were then investigated, concluding that the reduced GO is generally less permeable than 

the GO.  

While GO is soluble in water, reduced GO is not; chemical reduction removes the oxygen 

functionality of graphene oxide and reduces the water dispersability, causing the graphene 

layers to aggregate and precipitate. In order to produce water soluble graphene, Si et al. [102] 

suggest the introduction of a small number of p-phenyl-SO3H groups into the GO before it is 

fully reduced. In this method, the graphene oxide is first partially reduced using sodium 

borohydride at 80°C for 1 hour, followed by sulfonation with the aryl diazonium salt of 

sulfanilic acid in an ice bath for 2 hours, and finally treated with hydrazine at 100°C for 

24 hours to remove the remaining oxygen functionality. Upon reduction, the graphene oxide 
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flakes slightly reduced in their lateral size from dimensions of several micrometres to several 

hundreds of nanometres, whilst their thicknesses appeared to increase slightly from 1 nm to 

1.2 nm, which is thought to be due to the undulations of the reduced graphene's surface on the 

substrate. Overexposure to sonication resulted in an increase in defects and decrease in lateral 

dimensions.  

Unfortunately, when reduced, graphene oxide tends to produce graphene with some functional 

groups still attached to it, due to the incomplete reduction of the oxide and the use of chemicals, 

some of which may chemically bond with graphene [105]. Such functional groups tend to alter 

the properties of graphene, and can in fact be considered as defects in certain applications. The 

choice of the chemicals used, the concentrations of the chemicals, the reaction time and 

temperatures, all determine the chemical and physical nature of the produced graphene sheets. 

2.1.3.2 Shear Exfoliation 

Similar to mechanical exfoliation by peeling, graphene can be derived from graphite using 

shear exfoliation with the help of intercalation [108]. Briefly, intercalation involves the 

introduction of molecules between the graphite layers to weaken the inter-layer van der Waals 

forces and hence facilitate exfoliation. 

However, Paton et al. [108] argue that fabrication time of graphene via shear mixing and 

exfoliation can be reduced by eliminating the intercalation step. In this method, graphite is 

mixed with the solvent N-methyl-2-pyrrolidone and/or aqueous surfactant solutions and shear 

mixed using a kitchen blender (as long as a local shear rate exceeding 104 s-1 can be achieved). 

After centrifugation of the shear-mixed suspension, large quantities of high-quality graphene 

nanosheets and monolayers are obtained. The authors claim that such method is a scalable one, 

capable of producing relatively large quantities of defect-free graphene, as opposed to the 

previous technique. 

2.1.3.3 Epitaxial Graphene by Graphitization 

Another bottom-up technique involves the graphitization of a carbide surface. Similar to CVD, 

it was reported that epitaxial growth of graphene via SiC graphitization has the potential for 

realistically achieving large-scale fabrication of graphene [109, 110].  

Si-terminated surfaces of silicon carbide 4H-SiC(0001) or 4H-SiC(0001̅) wafers are first 

hydrogen etched to produce atomically flat surfaces, and annealed in ultrahigh vacuum (UHV) 

at temperatures above 1200°C up to 1600°C for 10 minutes [110, 111]. At these high 

temperatures and low pressures, graphitization occurs whereby the silicon evaporates and 
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leaves a continuous carbon layer behind. The resulting graphene thickness and coverage is 

controlled by both the graphitization temperature and annealing time [110, 111]. According to 

Rutter et al. [110], temperatures above 1200°C produced graphene sheets ranging from 1 to 3 

layers in thickness with graphitization temperatures dictating different graphene morphologies. 

Sublimation of Si-terminated SiC surfaces was also performed at temperatures as high as 

2000°C in Ar at a pressure of 1 atm [112, 113] without prior hydrogen etching. This modified 

graphitization technique produced monolayer graphene covering up to 40% of the total wafer 

area, and multi-layer graphene covering less than 2% of the area [113]. 

While typical SiC graphitization processes yield large-area graphene, Au and Si implantation 

in selected areas of the SiC substrate before graphitization enables the formation of graphene 

nanoribbons and other nanometre structures. Tongay et al. [114] presented a method for 

selective forming of graphene on 4H- and 6H-SiC. In their experiment, gold and silicon ions 

were first implanted at 30 kV with fluences ranging from 1 × 1016 to 1 × 1017 Au ions/cm2 and 

5 × 1014 to 5 × 1017 Si ions/cm2 into the SiC surface in areas where graphene growth was 

desired. Gold and silicon lower the graphitization temperature in the implanted areas from 

1300°C to 1200°C allowing selective graphitization if the annealing is carried out at this range 

of temperature. As with normal SiC graphitization, the quality of the SiC surface determines 

the quality of the nanoribbons formed. Also, it was noted that graphene growth is not self-

limiting and hence, the annealing time has to be carefully controlled to limit graphene growth 

to the size desired. The selection of optimal ion species, implantation energy, ion dose, sample 

temperature and quality of the original SiC could ultimately lower the graphitization 

temperatures and improve the graphene crystalline order. 

2.1.4 GRAPHENE MODIFICATION METHODS 
As mentioned in the introduction, defects within the graphene sheet have the potential to alter 

the properties exhibited by the nanomaterial. As such, several studies have aimed at introducing 

defects in the graphene in a controlled manner to systematically study the effects of such 

defects on the relevant properties [33]. Furthermore, some applications require the graphene to 

have a particular shape, size and structure. For instance, the electronics industry often requires 

pristine graphene in the form of high aspect-ratio nanoribbons instead of sheets. On the other 

hand, the introduction of size-controlled pores is required for the manufacturing of graphene 

molecular sieving membranes. In order to introduce defects and modify the structure of 

graphene, bombardment with energetic particles [4, 32] or an oxygen plasma [33] can be used. 
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The energetic electrons or ions are capable of locally disrupting the crystalline structure of the 

graphene and even ejecting carbon atoms from the hexagonal structure upon collision to create 

point defects. This section reviews some of the methods that have been adopted to modify 

graphene.  

Ultraviolet-induced oxidative etching was used to introduce sub-nanometre-sized pores within 

mechanically exfoliated graphene membranes [66]. The suspended pristine membranes were 

first pressurized from one side with pure hydrogen up to 200 kPa above ambient pressure to 

form a blister. A series of 30-second UV etches were performed, followed by imaging to assess 

the blister size. This allowed for the leak rate and hence the gas permeability of the membranes 

to be calculated. It was found that exposing the graphene membranes to such UV etches enabled 

selective molecular sieving [66]. 

Zandiatashbar et al. [33] used a benchtop radio frequency oxygen plasma cleaner to introduce 

defects in suspended mechanically exfoliated graphene membranes. To control the etch rate 

and defect formation, the graphene sample was shielded from direct exposure to plasma by 

sandwiching the sample between two glass slides and placing it Si-side up. It was noted that 

disorder in the graphene structure increases with an increase in oxygen plasma exposure time. 

The defects formed were mainly of an sp3 nature at shorter exposure times. Following longer 

exposure times, vacancies were introduced [33].  

Similar mechanically exfoliated graphene membranes were also exposed to argon ion (Ar+) 

bombardment [57, 61, 62, 115]. Ar+ ions with an energy of 90 eV at a bombardment dose of 

1011 Ar+/cm2 up to 1015 Ar+/cm2 were used [57], with the highest doses leading to full 

amorphization of the graphene. Ar+ ions with a higher energy of 140 eV and at an ionic 

bombardment rate of ~ 3 × 10-8 Ar+/cm2 were used for treatment times ranging from 10 seconds 

to 3 minutes [61, 62, 115]. Such treatment introduced randomly distributed mono- and di-

vacancies in the membrane [61, 62] with no sp3 type defects [115]. 

A scanning helium ion microscope was used for imaging and etching graphene flakes on a 

300 nm SiO2 substrate [56]. He+ ions at 30 kV and 1 pA beam current was used at lower doses 

for imaging (~1.87 × 1015 He+/cm2) with little damage to the graphene, while an increased dose 

of 6.24 × 1017 He+/cm2 was able to etch a 35 nm wide line in the graphene with measureable 

damage in the graphene as far as 250 to 300 nm away from the etched line. Lower doses 

between 4 × 1012 ions/cm2 and 1 × 1015 ions/cm2 [63] still retained the predominant sp2 bonding 

character indicating that amorphization does not occur. 
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Figure 2.3: Trapping of a graphene nanoplatelet under the graphene monolayer after ion bombardment; 3D STM 

images of graphene structure with side view illustrations of the defect creation in the graphene, before (left) and 

after (right) ion irradiation [116]. 

Among the several studies investigating the creation of defects when graphene is exposed to 

ion bombardment, the fate of the detached carbon atoms after the supported graphene is 

irradiated was also investigated in [116]. A high-quality graphene layer was first grown on 

Ir(111) by adsorption and subsequent thermal decomposition of ethylene. The grown graphene 

was then ion irradiated using He+, Ne+, Ar+ and Xe+ having energies ranging from 100 eV to 

5 keV at room temperature. Each irradiation step was followed by annealing and imaging to 

assess the created defects. It was found that some of the detached C atoms were trapped at the 

interface between the original graphene layer and the Ir(111) substrate, in a process similar to 

that illustrated in Figure 2.3. Variation of the ion irradiation parameters (ion mass, energy, 

radiation duration and number of radiation-annealing cycles) resulted in the formation of 

different structures of the trapped graphene nanoplatelets. 

Apart from its typical use in graphene research to etch wells in Si/SiO2 wafers, reactive ion 

etching (RIE) has also been used to directly etch graphene. Kim [70] reports an efficient method 

of producing aligned graphene nanoribbons on a large scale, with the help of RIE. Graphene 

was first mechanically exfoliated and deposited on a 100 nm SiO2/Si substrate. A solution of 

V2O5 was carefully sprayed onto the deposited graphene to form V2O5 nanowires (NWs). The 

V2O5 NWs act as a mask material protecting the underlying graphene during the RIE process 

(60 W, 2 minutes) which tends to etch any unprotected graphene. The V2O5 NWs were then 

dissolved in HCl to uncover the graphene nanoribbons (GNRs). The aligned GNRs were later 

used to create FETs after the deposition of Au and Pd films as contacts. A schematic of this 

procedure is shown in Figure 2.4. This process yielded graphene nanoribbons of average width 

of 30 nm, 80% of which aligned along the original direction of V2O5 flow, with a deviation of 

less than 10%. 
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Figure 2.4: Production of graphene nanoribbons using REI and V2O2 nanowires as a mask [70]. 

2.1.5 SUBSTRATE PREPARATION 
In order to study suspended graphene, the Si/SiO2 wafers can be modified to allow the deposited 

graphene flakes to be suspended over wells. Typically, reactive ion etching is used to etch pre-

defined circular wells (or trenches) with diameters ranging from 0.5 µm to 7 µm [33, 52, 117, 

118] and depths of 100 nm to 500 nm [117, 118]. The etching process starts with spin-coating 

a 300 nm to 350 nm thick layer of photoresist on the Si/SiO2 wafers and baking for 2 minutes 

at 115°C [118]. The circular well pattern is transferred from a photomask to the photoresist 

using photolithography. After developing the photoresist, the pits are etched using RIE in 

O2/CHF3 radio frequency (RF) plasma for 3 to 4 minutes. The photoresist is dissolved and a 

layer of poly(methyl methacrylate) (PMMA) is spin-coated on the wafers as protection before 

dicing the wafers into smaller chips. Finally, the chips are cleaned with solvents, deionized 

water, piranha solution (H2O2 and H2SO4) and oxygen plasma. The exfoliated graphene sheets 

are then deposited over the etched wells, whereby the graphene membrane adheres to the 

exposed Si/SiO2 surface via van der Waals forces. It was found that the sheets tend to be in 

tension [13] with the graphene also adhering to the vertical Si/SiO2 hole walls down to about 2 

to 10 nm [117, 118]. Applying a DC bias between the graphene and the silicon substrate further 

increases the tension [52]. 

2.1.6 SUMMARY 
The synthesis routes reviewed in this section require different methodologies varying in 

complexity, advancements in the equipment used, and produce graphene with different levels 

of crystalline quality at different yield rates. For example, the mechanical exfoliation of HOPG 

or Kish graphite using the Scotch tape method has been described as a relatively simple and 

economical technique, yet able to produce very good quality (pristine) graphene. However, 

yield rates tend to be low and thus limiting its use for small-scale research purposes only. On 

the other hand, CVD grown graphene requires higher-end equipment and yields graphene of a 
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lesser quality, but is capable of producing larger amounts of graphene. Therefore, more 

research on possible synthesis routes which are able to produce graphene with good parameter 

control at low costs and high yield rates is needed to be able to integrate graphene in 

commercial applications. 

2.2 CHARACTERISATION OF GRAPHENE  
Throughout the synthesis process and following its preparation, characterization is 

indispensable in order to analyse the quality of the graphene structure and thereby assess the 

suitability of the prepared material for the desired application. Specialized characterization 

techniques are often required in order to image and examine the graphene samples. The most 

commonly used include optical microscopy (OM), atomic force microscopy (AFM), scanning 

tunnelling microscopy (STM), Raman spectroscopy, scanning electron microscopy (SEM), and 

transmission electron microscopy (TEM).  

This section will discuss the use of optical microscopy, scanning electron microscopy, and 

Raman spectroscopy. Section 2.3 is then dedicated solely to atomic force microscopy and its 

use in graphene characterization. 

2.2.1 OPTICAL MICROSCOPY 
Albeit seemingly impossible to image a single atomic thin graphene layer with a typical optical 

microscope, this tool may be the most common piece of equipment which is used in graphene 

research. Optical microscopy is in fact the simplest characterisation technique suitable for 

large-scale analysis of graphene [7]. While other specialised and advanced techniques may 

provide more information on the graphene sample as will be discussed in the following 

sections, optical microscopy allows the user to quickly scan the sample to identify the presence 

of graphene. This is especially useful for mechanically exfoliated graphene samples whereby 

SLG or FLG are often present at very low yields amongst a large number of other MLG or 

graphite flakes. 

In fact, initial sorting of graphite flakes and few-layer graphene is often done with optical 

microscopy as different graphene thicknesses exhibit different optical properties when 

supported on a substrate [6, 119]. A literature survey on the use of optical microscopy for the 

characterisation of graphene found that the visibility of graphene depends on both the optical 

properties of the substrate as well as on the wavelength of light used for imaging [69]. 
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Mechanically exfoliated graphene is often deposited on an oxidised silicon wafer with a 

300 nm thick SiO2 layer as the latter allows for optimal optical contrast when imaging [69]. 

However, it was found that slightly altering the oxide thickness by even 15 nm significantly 

lowers the optical contrast of SLG on the substrate [7]. The use of monochromatic illumination 

in the optical microscope – achieved with the use of narrow-band filters – improves contrast 

irrespective of substrate thickness and also allows for identification of SLG on different 

substrates such as PMMA [69]. 

Graphene can also be made optically visible directly on the copper substrate by thermally 

annealing the sample [78]. Although graphene does not offer good contrast against the copper 

substrate, thermally annealing the graphene-on-copper sample oxidizes the uncovered copper 

substrate while leaving the graphene-coated copper intact. This drastically improves optical 

contrast between areas of oxidised copper, and areas of graphene which have protected the 

underlying copper from oxidation [78]. 

Optical microscopy has also been successfully used to image the grain boundaries of CVD-

grown graphene while still on the Cu substrate [120]. However, in order to be able to visualise 

the graphene grain boundaries and distinguish them from the grain boundaries of the copper 

substrate, the sample was exposed to an ultraviolet oxidation treatment which chemically 

modified the graphene. This chemical modification coupled with some morphological changes 

at the grain boundaries creates the required contrast in the optical image [120].  

2.2.2 SCANNING ELECTRON MICROSCOPY 
Electron microscopy is another characterisation technique which has grown increasingly 

central to materials science research. The technique has been studied extensively over the last 

half a century since its first commercialisation in the 1960s [121]. SEM offers the ability to 

image a wide variety of specimens and features with improved resolution. It follows that 

researchers studying the nanomaterials field have adapted the well-known SEM techniques to 

image graphene. In general, the use of low accelerating voltages allows imaging of graphene 

on insulating substrates, with a voltage of 3 kV being found to be optimal [85]. 

As already mentioned, both mechanical exfoliation and CVD can produce graphene having 

different number of layers within the same sample. While the colour contrast achieved with 

optical microscopy may give an indication to the number of layers present in thin FLG or SLG, 

it was found that the use of SEM can facilitate this distinction. In particular, an Inlens secondary 

electron detector was successfully used to quantitatively determine the approximate thickness 
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of the graphene sample imaged [85]. The authors [85] attribute this ability to the attenuation of 

secondary electrons emitted from the underlying substrate by each graphene layer further 

reducing the number of secondary electrons that reach the detector.  

2.2.3 RAMAN SPECTROSCOPY 
Raman spectroscopy is a characterization technique often used to obtain a unique spectral 

fingerprint for molecules. In this technique, the inelastic scattering of the photons emitted by a 

monochromatic laser source, known as Raman scattering, exposes the vibrational modes of the 

molecules being characterized and can thus be used to distinguish between different molecular 

structures. 

Since the first isolation of graphene, Raman spectroscopy has been successfully adapted to 

characterise and positively identify the presence of graphene [13, 122, 123]. The presence of 

defects within the graphene crystal/molecule was also noted to affect the resulting Raman 

spectrum. In fact, Raman spectroscopy can be used to study the extent and type of defects 

present in graphene [56-58, 123-129], as well as determine the number of carbon atom layers 

in the graphene sample [122, 123]. The Raman spectra of pristine and defected single-layer 

graphene is shown in Figure 2.5. As labelled in Figure 2.5, the three main Raman peaks in 

graphene are the G peak, the 2D peak, and the D peak; the latter is only present for defected 

graphene. These peaks are also present in the other carbon allotropes and aromatic 

hydrocarbons having a similar hexagonal carbon ring structure [125]. As shown in Figure 2.5, 

other smaller peaks may also be present which are often more significant in the presence of 

defects; these include the D', D+D'', D+D', and 2D' peaks [54, 55, 57, 127]. 

 

Figure 2.5: Raman spectra of (top) pristine, and (bottom) defected single-layer graphene [126]. 
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The following presents a descriptor of the Raman peaks exhibited by graphene, and their 

changes with respect to the graphene quality or number of layers. 

1. G peak: The G peak is found at a Raman shift of around 1560 – 1587 cm-1 and is 

brought about by the in-plane vibrational mode involving the sp2-hybridized carbon 

atoms [122, 125]. It has been shown that the exact Raman shift, or position, of the G 

peak as well as its intensity are sensitive to the number of layers of the graphene; the 

peak translates to a lower Raman shift [130] and increases in intensity [131] with an 

increase in the number of layers. Temperature, doping of the graphene sample, and 

strain within the graphene sheet can also affect the G peak [122]. For example, an 

upshift of 8 cm-1 [131] was reported following annealing at 300°C, with the shift being 

attributed to hole doping of the graphene by molecular oxygen [132]. Functionalization 

of SLG has also shown to upshift and broaden the G peak [133]. 

2. D peak: The D peak, found at a Raman shift of around 1360 cm-1, is associated with 

the presence of defects within the graphene. Although there are conflicting reports 

about the exact origin of the D peak [125], it is generally accepted that this peak reflects 

the breathing mode of the hexagonal carbon ring (Figure 2.6) [122]. However, in order 

for this mode to be active, a disorder, or defect, has to be present next to the ‘breathing’ 

ring [122]. As such, the intensity of the D peak is closely related to the defect density 

in the graphene [55, 57, 122, 133].  

3. 2D peak: The 2D peak is perhaps the most important peak in the Raman spectrum of 

graphene, found at around 2700 cm-1 [125]. It is the second order, or overtone, of the D 

peak, yet it does not need a defect to be activated, unlike the D peak [122]. As shown 

in Figure 2.7, the 2D peak is significantly affected by the number of layers in the 

graphene sample; pristine SLG has a single sharp peak with a full width at half 

maximum (FWHM) of around 30 cm-1 [37, 122, 134] and is around 2 to 4 times more 

intense than the G peak [37, 55, 122, 125]. The latter ratio may depend on the substrate 

such as thickness of the SiO2 layer [53]. As the number of graphene layers is increased, 

the 2D peak is observed to broaden and consist of multiple components [60, 134], as 

shown for BLG in Figure 2.7 (c) [123]. Oxygen doping of the graphene via annealing 

also upshifts the 2D peak [54, 132] by around 12 cm-1 [131] and decreases its intensity 

[54]. In other work, it was found that exposing BLG to oxygen plasma transforms the 
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4-component 2D peak into one which resembles that of SLG. This is accompanied by 

an increase in its FWHM attributed to the loss of the AB-stacking configuration [134]. 

As previously mentioned, both the G and the 2D peak are also present in graphite. However, 

the intensity ratio between the two peaks, I2D/IG , changes drastically from the strictly 2D 

material, to BLG, FLG, MLG, and graphite. The I2D/IG was also observed to decrease from 

1.9 in as-deposited mechanically exfoliated SLG to 1.4 upon annealing at 300°C for 2 hours 

[131]. A similar decrease was recorded after carbon ion irradiation [54], gallium ion irradiation 

[68], and increased plasma etching [33, 55]; the incorporation of defects through these different 

routes further reduces the I2D/IG ratio.  

 

Figure 2.6: Atomic displacements in the breathing mode that activates the D peak [126]. 

 

Figure 2.7: Evolution of the 2D peak with the number of layers using (a) 514 nm and (b) 633 nm excitation 

wavelengths. (c) The four components of the 2D peak in bilayer graphene [123]. 
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Since the D peak is only detected when there are defects in the graphene, the ID/IG ratio is 

often used to indicate the defect density within the graphene. Most notably, it was shown that 

the ID/IG ratio exhibits a non-monotonic dependence on the average distance between the 

defects or defect density [57]. This relationship was first reported by Lucchese et al. [57] by 

bombarding mechanically exfoliated SLG using low energy argon ions with an energy of 90 eV 

at doses ranging from 1011 Ar+/cm2 (corresponding to one defect per 4 × 104 C atoms) up to 

1015 Ar+/cm2 (corresponding to the limit of full disorder in graphene). In this non-monotonic 

trend, at low defect densities, the ID/IG is seen to increase to around 3.5 due to enhanced elastic 

scattering. When the average distance between the defects reduces to below 5 nm, the G and 

D' peaks start to overlap and both D and G peaks broaden significantly. Here, the increased ion 

bombardment causes the amorphization of the graphene. In turn, all of the Raman peaks are 

attenuated and hence the ID/IG is seen to decrease [57].  

A similar non-monotonic dependence of the ID/IG on the defect density was also observed after 

exposing the graphene to a high energy electron beam [55], oxygen plasma [33, 55], and to a 

gallium ion beam [68]. Further damage to the graphene, for example following annealing in an 

argon atmosphere, broadens the D and G peaks considerably such that the Raman spectrum 

resembles that obtained from carbon black [132]. Upon bombarding SLG, FLG and MLG using 

C+ ions at an exceedingly larger bias of 500 keV, the ID/IG was observed to increase for all 

three graphene variants with the ratio in SLG being consistently higher than that in FLG and 

MLG for the same ion dose [54]. Graphene oxide [135] and other thin carbonaceous 

membranes with significantly reduced crystalline order [136, 137] were also characterised by 

large broad D and G peaks. 

At the lower defect densities before the D' peak becomes indiscernible from the G peak, it was 

also found that the ID/ID′ ratio can indicate the type of defects present in the graphene [127]. 

An ID/ID′ of around 13 was found for sp3-hybridized defects, a ratio of around 7 for vacancy-

like defects, while a lower ID/ID′ of around 3.5 stems from boundary-like defects. 

For graphene, the 514 nm [57, 58, 127], 532 nm [33, 56, 82, 138], 633 nm [54, 58, 131], and 

785 nm [58] Raman excitation wavelengths are often chosen. It is worth noting that the position 

and shape of the D peak can change with the use of different laser wavelengths [122]. This 

dependence of the peak position on the laser wavelength is called ‘dispersion’ [122]. It was 

also found that the non-monotonic trend of the ID/IG with defect density is more pronounced 

and has a larger ID/IG maximum when using higher Raman excitation wavelengths [58]. 
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As reviewed in the above, the dependence of the Raman spectrum on the defects present within 

graphene allows for Raman spectroscopy to be used to study the effect of different energetic 

particle beam parameters on supported graphene [38, 54, 56-58, 132, 139].  

While the effect of different energetic particle beam parameters on supported graphene has 

been studied by Raman spectroscopy [38, 54, 56-58, 132, 139], the effects of such energetic 

particle bombardment on suspended graphene, i.e. unsupported graphene in the form of 

membranes has received little attention [37, 80, 140]. Furthermore, the immediate area 

surrounding the location directly irradiated by the beam may also be of significant interest due 

to the resulting damage profile created from the area of attack radiating away from it [56].  

2.2.4 SUMMARY 
This section reviewed three of the most commonly used techniques which are being adopted 

to characterise graphene, with each technique being capable of providing varying degrees of 

information on the sample. The use of optical microscopy and scanning electron microscopy 

allow for a quick assessment on the presence, location, and morphology of any single-layer 

graphene flakes amongst other few-layer or multi-layer graphene. On the other hand, Raman 

spectroscopy is capable of determining with more certainty the number of layers in the 

graphene sample, as well as its crystalline quality and hence defect density. Section 2.3 focuses 

on the use of atomic force microscopy to characterise graphene. 

2.3 ATOMIC FORCE MICROSCOPY  
Atomic force microscopy is one of the most commonly used scanning probe microscopy 

techniques in graphene characterization. The technique involves the use of a sharp tip mounted 

on a flexible cantilever to sense the presence of the sample. The interaction forces present 

between the tip and the sample are strong enough to bend the cantilever. The extent of 

deflection of a cantilever of known stiffness, or spring constant, reflects the magnitude of these 

interaction forces. This can then be translated to information about the sample surface, in this 

case graphene. 

In most cases, AFM is first used to 'image' the sample to obtain information on the topography 

of the sample surface. There are a number of imaging modes that can be used, the most common 

being (i) static contact mode in which the AFM tip touches the sample and is dragged across 

the surface, (ii) dynamic non-contact mode in which the AFM tip is oscillated above the sample 
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surface such that the tip is always held a few nanometres away from the sample surface, and 

(iii) tapping mode in which the AFM tip intermittently touches the sample during similar 

oscillation of (ii), but is not in relative motion during the contact part of the cycle, as in (i).  

The thin and thus fragile nature of graphene dictates that topographic imaging is often 

performed in non-contact mode [13, 33, 52, 104, 105, 117], or tapping mode [2, 22, 60, 141, 

142] to avoid or at least minimise damaging the graphene sample with the tip.  

Theoretically, the change in height between the substrate surface and the graphene surface can 

determine the thickness and hence, the number of layers of the graphene flake. However, it was 

found that this method, while providing adequate qualitative data for comparison across a batch 

of samples, is less able to provide absolute measurements [52, 119]. This led researchers to 

resort to Raman spectroscopy to determine the number of graphene layers.  

When AFM is operated in static contact mode, frictional forces between the tip and graphene 

surface often lead to torsional or lateral bending in the cantilever. This lateral bending can be 

measured to investigate the different friction properties of graphene compared to those of other 

materials, mostly the substrate material [76]. Friction measurements can also be used to assess 

the thickness of graphene layers. Frictional force microscopy shows that mechanically 

exfoliated graphene exhibits higher friction with a reduced number of layers [20]. The higher 

friction of SLG is attributed to the low bending stiffness of the thin layer causing the SLG to 

bunch up ahead of the AFM tip resulting in stick-slip motion [20]. Additionally, while it can 

be challenging to detect the atom-thick SLG on relatively non-flat substrates with topographic 

images, such as in Figure 2.8 (A), significant changes in the frictional properties between the 

graphene and the substrate can create greater contrast, such as in Figure 2.8 (C). By scanning 

the same area multiple times, using different normal loads, frictional data can be extracted for 

a given graphene-substrate system  [77, 117]. The friction forces can then be calculated as the 

average of the difference between the lateral forces measured during sliding in the forward and 

backward directions, as shown in Figure 2.8 [77].  

Static contact mode imaging was also used to manipulate functionalized graphene sheets 

deposited over freshly-cleaved HOPG substrates [143]. Schniepp et al. [143] report of actively 

folding the graphene sheets with an AFM probe of cantilever spring constant of 0.32 N/m, 

operated at a normal force setpoint of 1 nN. Analysis of the folded region allowed for a study 

on the bending rigidity of functionalised graphene. 
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Figure 2.8: Typical friction force microscopy data. (A) Topographic and (C) friction force images of the surface 

of the copper foil partially covered by graphene islands, (B) topographic and (D) lateral force line profile along 

the white dashed line marked in (A) and (C), respectively, (E) friction force profile along the same line shows that 

graphene reduces friction by a factor of 17 compared to Cu, (F) friction force versus load plot for graphene and 

copper acquired in a single region spanning the graphene-Cu boundary (indicated by the blue square in (C)) 

[77]. 

Adhesion forces can also be analysed by bringing the tip and sample into contact, and slowly 

moving the tip away from the graphene sample until contact is lost, measuring the required 

pull-off force [67]. Typically, the tip-to-sample distance at which contact is lost is larger than 

the tip-to-sample distance at which contact is initiated due to adhesion forces. 

Using the same principle, another AFM operating mode used for graphene imaging is the Peak 

Force mode [1]. From Figure 2.9, in the Peak Force mode, the AFM tip is lowered towards the 

sample. At the critical value of the tip-sample attractive force, that is, as the stiffness/magnitude 



Chapter 2 – Literature Review 

31 

of the tip-sample force becomes larger than the cantilever stiffness, the tip snaps into contact 

with the sample surface (at B in Figure 2.9). When the tip is subsequently retracted, the 

cantilever snaps back out of contact (at D in Figure 2.9) at the higher attractive force. The snap-

in force and snap-out force can be measured to obtain specific parameters. 

While AFM techniques detect short-range tip-sample forces originating from either repulsive 

contact forces or attractive van der Waals forces, long-range forces such as electrostatic forces 

can be measured with other probe techniques called electrostatic force microscopy (EFM). 

Similar to dynamic non-contact mode AFM, in EFM the tip is oscillated at a slightly larger lift 

height of approximately 16 nm and a DC bias is often applied to amplify the electrostatic forces. 

Burnett et al. [113] developed an amplitude modulation EFM technique which enables the 

identification of the number of layers in graphene, without necessarily requiring the 

measurement of the distance between each layer. With this technique, the authors [113] claim 

that they have successfully monitored the phase shift as a function of the electrostatic DC bias 

applied concluding that the phase shift is correlated to the number of graphene layers. 

Peak Force Tunnelling AFM (TUNA) mode – a variant of the tapping mode – also makes use 

of long(er) range forces [1]. Due to the presence of an electric field, tip-sample contact may 

result in a contact current, which can be measured during Peak Force Tapping mode. Thus, the 

Peak Force TUNA mode is used to map the conductivity of the graphene with very high 

sensitivities.  

Although AFM can be used to study the topography and properties of graphene itself, the 2D 

nanomaterial has also been used to study other structures which would have been otherwise 

Figure 2.9: The (a) Peak Force behaviour and (b) Peak Force Tunnelling AFM current when the tip is brought 

close to the sample [1]. 
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impossible to image without graphene acting as an intermediary surface. As shown in Figure 

2.10 [2], pristine graphene was successfully used as an ultrathin coating covering the water 

adlayers on mica. This allowed imaging of the otherwise unstable water adlayer structures 

beneath the graphene membrane. Tapping mode AFM was performed at ambient conditions at 

a relative humidity ranging from 2% to 40% in order to reveal humidity-dependent water 

structures, including the development of ice-like structures in the first water adlayers. 

2.3.1 NANOINDENTATION OF GRAPHENE 
Apart from imaging the topography of graphene samples, the response of a supported graphene 

layer or a suspended graphene membrane under a point load is valuable information for the 

realization of a variety of graphene-based applications. With current available technologies, 

this field can be investigated at three different length scales; the micro, nano, and atomistic 

length scales. Since at the nano scale most phenomena tend to be size dependent, the behaviour 

of graphene at all length and time scales is important. 

Using relatively standard nanoindentation experimental setups, a diamond Berkovich indenter 

has been used to study the mechanical and tribological properties of supported graphene on 

SiO2 wafers [144] and graphene-polymer nanocomposites [43]. Due to the relatively large scale 

of indentation depths in the order of hundreds of nanometres – compared to the thickness of 

graphene [144], indentation speeds in the order of hundreds of nanometres per second and 

normal loads of hundreds of nanonewtons [43], it was found difficult to obtain mechanical 

properties of pure graphene; the testing parameters are likely to generate a response by a 

significant portion of the substrate system thus affecting the results obtained for the graphene 

layer at the surface [144]. 

Figure 2.10: Imaging the first water adlayers on mica using an AFM tip at ambient conditions. (A) A schematic 

of graphene covering the water adlayers, (B) the structure of ice, (C, D, F) AFM images of monolayer graphene 

on mica, and (E, G) height profiles showing the thickness of the water islands [2]. 
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Conversely, an AFM tip can be used to indent a graphene sample and assess the response of 

graphene to nanoindentation by limiting the scale of interaction [13, 33, 117, 145, 146]. This 

method is broadly known as force spectroscopy but is often referred to as nanoindentation via 

AFM when applied to graphene studies. In this technique, graphene is typically first suspended 

over a well within the substrate to create a drum-like membrane in a set-up illustrated in Figure 

2.11. Once the graphene membrane is properly located and imaged with AFM, the same tip is 

used to apply load and hence indent the membrane. As the AFM tip is lowered into the sample, 

the force being applied to the graphene membrane is recorded to obtain a force-distance (FD) 

curve. This force curve can then be used to extract the elastic properties of the graphene. For 

such indentations, the tip is often centred in the middle of the membrane and pushed slowly 

into the graphene. Indentation velocities ranging from 0.23 µm/s and up to 0.5 µm/s were used 

in literature reports [13, 52, 61, 104, 117]. Having established the stiffness or spring constant 

of the cantilever via a calibration procedure, a graph of interaction force against the indentation 

depth is plotted, the slope of which represents the elastic stiffness of the graphene membrane. 

The theory behind the force curves is detailed in Chapter 4. 

In earlier works [52, 145], the tip was operated in dynamic mode during the approach, resulting 

in the loss of free amplitude of tip oscillation once the tip comes in contact with the graphene. 

With this technique, Frank et al. [52] noted that the spring constant of graphene membranes 

suspended over 1 µm wide trenches rises by a factor of 2 nearer the clamped edges, while it 

remains stable as long as the tip is within 100 nm of the centre of the suspended sheet. The 

authors report an elastic modulus of 0.5 TPa for mechanically exfoliated FLG with thicknesses 

ranging from 2 to 8 nm. Similarly, Gomez-Navarro et al. [104] suspend chemically-derived 

SLG on trenches to create rectangular beams. Upon indenting the centre of the suspended 

graphene, the authors highlight the nonlinearity in the elastic response of material especially 

for large deflections >10 nm. 

 

 

Figure 2.11: Indentation at the centre of the suspended graphene membrane via AFM. 
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Figure 2.12: Force-displacement curve obtained experimentally via nanoindentation, fitted to Equation 2.1 [13]. 

Perhaps the most prominent work in this regard was that carried out by Lee et al. [13, 117]. 

The authors derive a mathematical model from first principles to describe the behaviour of a 

circular graphene membrane under AFM nanoindentation. This model allows for the 

determination of the elastic modulus of graphene. In their work, monolayer and multi-layer 

graphene membranes were suspended over open holes of 1 µm and 1.5 µm radius and 

nanoindentation was performed using a diamond tip of radius 15 to 30 nm. Indentation depths 

of 20 to 100 nm were achieved at a constant displacement rate of 0.23 to 1.3 µm/s. Once a pre-

set depth was reached the membrane was further loaded up to failure.  

Analysis of the force-displacement behaviour shown in Figure 2.12 and comparison to a finite-

element-analysis-derived model concluded that the nonlinear elastic response of the graphene 

membrane can be approximated to a clamped circular membrane of linear isotropic material 

loaded at the membrane centre as in Equation 2.1 [13].  

𝐹 = 𝜎0
2𝐷(𝜋𝑎) (

𝛿
𝑎

) + 𝐸2𝐷(𝑞3𝑎) (
𝛿
𝑎

)
3

 Equation 2.1 

where 𝐹 is the applied force, 𝛿 is the deflection of the membrane at the centre point, 𝑎 is the 

graphene membrane radius, 𝜎0
2𝐷  is the pre-tension4 of the membrane, 𝐸2𝐷  is the 2D elastic 

constant, and 𝑞 is taken as 0.98 [147, 148] derived from a function of the Poisson's ratio 𝜈, 

taken as 0.165, (𝑞 = 1
1.05−0.15𝑣−016𝑣2). It was determined that for a tip radius 𝑟, much smaller 

than the graphene membrane radius 𝑎, the force-displacement behaviour is insensitive to the 

tip radius and to the precise position of the tip relative to the circular membrane – within one 

 

4  The pre-tension of the membrane refers to the tension in the graphene membrane prior indentation. The 
magnitude of the pre-tension depends on the deposition method and/or any applied stress. 
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tenth of the membrane radius off the membrane centre. Based on a continuum model, the 

maximum stress, 𝜎𝑚
2𝐷  sustained by a graphene membrane indented by a tip of radius 𝑟 can be 

found using Equation 2.2 [13, 117]. Unlike the force-displacement behaviour during elastic 

response, it was noted that the breaking force is a function of the tip radius, yet it shows no 

dependence on membrane size because of the extreme stress concentration under the indenter 

tip [13, 117].  

𝜎𝑚
2𝐷 = √𝐹𝐸2𝐷

4𝜋𝑟
 Equation 2.2 

With this methodology, the authors [13] reported for the first time an experimentally-derived 

2D elastic modulus of 340 ± 50 N/m, equivalent to 1.0 ± 0.1 TPa for 0.335 nm thick graphene. 

The film pre-tension was noted to vary from 0.07 to 0.74 N/m. Loading membranes up to 

breaking point resulted in large membrane deflections before failure, in excess of 100 nm and 

forces of around 1.8 µN to 2.9 µN. An average breaking strength of 42 ± 4 N/m at failure strain 

of 0.25 was found. Since the films close to the tip are taken as defect free, the maximum stress 

should represent the intrinsic strength. However, the authors acknowledge that this is an 

overestimation since the model in Equation 2.2 ignores nonlinear elasticity.  

Equation 2.1 and Equation 2.2 have since been repeatedly adopted in later studies [33, 63, 64, 

81-84, 86, 149, 150] to measure the elastic and fracture properties of graphene using AFM, 

with some studies suggesting minor changes to the fitting constants [61, 83, 86].  

The same model was used to measure the elastic properties of CVD-grown graphene whereby 

the average modulus was found to be 0.979 ± 0.045 TPa, marginally lower than that of pristine 

mechanically exfoliated graphene [82]. It was also noted that while the grain boundaries do not 

seem to largely affect the modulus, they have a detrimental effect on the fracture strength [82]. 

In fact, Equation 2.2 was used to measure the breaking strength of CVD-graphene reporting an 

average breaking stress of around 35 GPa, around 16% lower than that found for mechanically 

exfoliated graphene [13].  

On the other hand, the elastic modulus of monolayer graphene oxide was reported to be 

between 0.21 TPa [135] and up to 0.34 TPa [150], significantly lower than that of mechanically 

exfoliated and CVD-grown graphene. 

Ruiz-Vargas et al. [86] modify Equation 2.1 to Equation 2.3 to take into consideration the 

radius of the indenter, 𝑟. 
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𝐹 =
2𝜋𝜎2𝐷𝛿

ln 𝑎
𝑟

+
𝐸2𝐷(𝑞𝛿)3

𝑎2  Equation 2.3 

With this model, the authors [86] report an elastic modulus of 0.16 TPa with a distribution 

FWHM of 0.15 TPa for CVD-grown SLG, significantly lower than that found in [13] and [82]. 

An average pre-tension of 0.085 N/m was reported [86]. As will be discussed in Section 2.3.1.1, 

the authors [86] attribute the low elastic modulus to the presence of wrinkling in the CVD-

grown graphene membranes. Equation 2.3 was also used by Storch et al. [151] reporting an 

elastic modulus of 0.657 TPa for CVD-grown graphene, significantly higher than that found in 

[86] yet still lower than that found for both mechanically exfoliated graphene [13] and CVD-

grown graphene [82] using Equation 2.1.  

To enhance both the modulus and the breaking strength, Ruiz-Vargas et al. [86] deposit two 

graphene membranes, one on either side of the perforated substrate to create BLG membranes. 

It was highlighted that such BLG membranes do not fail catastrophically upon loading. 

A similar model to Equation 2.1 was derived for thin membranes of muscovite mica and MoS2 

shown in Equation 2.4 [71-73]. 

𝐹 = [
4𝜋𝐸

3(1 − 𝑣2) (
𝑡𝐺

3

𝑎2)] 𝛿 + (𝜋𝜎)𝛿 + (
𝑞3𝐸𝑡

𝑎2 ) 𝛿3 Equation 2.4 

where 𝑡𝐺  is the thickness of the membranes. Equation 2.4 was then adapted for mechanically 

exfoliated graphene membranes, once again using a Poisson’s ratio of 0.165, to obtain an elastic 

modulus of 1.12 TPa for SLG and ~ 3.3 TPa for BLG and FLG [60].  

Force-curves obtained from mechanically exfoliated graphene membranes were also 

approximated to the Schwering-type equation shown in Equation 2.5 [61, 62, 64, 115]. 

Although similar to Equation 2.1, the constant 𝑞 is omitted. With this equation, an elastic 

modulus of 0.75 to 1.07 TPa [61] or 1.045 ± 0.090 TPa [64] was obtained for mechanically 

exfoliated graphene and 0.15 ± 0.03 TPa for graphene oxide [62]. 

𝐹 = 𝜎0
2𝐷𝜋𝛿 +

𝐸2𝐷

𝑎2 𝛿3 Equation 2.5 

Lin et al. [83] further modified Equation 2.1 to account for changes in the zero-displacement 

point (ZDP)5, as shown in Equation 2.6.  

 

5 The significance of the zero-displacement point will be discussed in Chapter 4. 
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𝐹 = 𝐹0 − 𝜎0
2𝐷𝜋𝛿0 −

𝐸2𝐷𝑞3𝛿0
3

𝑎2 + (𝜎0
2𝐷𝜋 +

3𝐸2𝐷𝑞3𝛿0
2

𝑎2 ) 𝑍 −
3𝐸2𝐷𝑞3𝛿0

𝑎2 𝑍2

+
𝐸2𝐷𝑞3

𝑎2 𝑍3 

Equation 2.6 

where 𝐹0 and 𝛿0 refer to the force and displacement values of the ZDP, and 𝑍 = 𝛿 + 𝛿0. 

Storch et al. [151] also compare different loading conditions; point loading during AFM 

nanoindentation versus uniform loading by applying a bias across the membrane. The elastic 

modulus obtained by uniform loading was measured at only 0.152 TPa. They attribute this 

discrepancy to the fact that the strain is highly localized under point loading as opposed to 

uniform loading. 

To avoid such localized strain, other techniques to measure the elastic modulus of graphene 

membranes using AFM yet without point-loading the membrane with the tip were also 

developed [22, 135, 137]. 

For example, in the bulge test technique [22], a pressure difference is applied across the 

graphene membrane to create a concave or convex membrane. In initial works by Bunch et al. 

[22], pristine graphene was determined to be impermeable to all standard gases including 

helium. Therefore, after applying a pressure difference, the bulging of the graphene sheet can 

be imaged with AFM and the change in topography of the membrane can be used to extract the 

elastic properties of the stretched graphene membrane.  

AFM static contact mode imaging was also used directly to measure the elastic properties of 

graphene oxide [135] and amorphous carbon [137] membranes. During imaging, the AFM tip 

is in reality continuously indenting the graphene membrane at low normal loads. Thus, the 

topography image obtained reflects the indented depth of the graphene membrane at each 

location of the AFM tip, as shown schematically in Figure 2.13. 

Table 2.1 and Table 2.2 collate the main experimental variants and results obtained by 
principal research groups. 
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Figure 2.13: Schematic of the AFM tip at different positions on the sample; the dashed lines represent the shape 

of the membrane at the corresponding contact point, the solid line represents the acquired tip trajectory and thus 

the obtained AFM topography image [135]. 

Table 2.1: Published values for the elastic modulus of graphene membranes prepared via mechanical exfoliation. 

Graphene 
Preparation 

Method 

Number 
of 

Layers 
Equation 

Spring 
Constant 

(N/m) 

Indentation 
Depth (nm) 

Membrane 
Diameter 

(µm) 

Elastic 
Modulus 

(TPa) 
Ref. 

Mechanically 
Exfoliated 

1 

Equation 
2.1 

- 100 1, 1.5 1.02 ± 
0.15 [117] 

0.4 350 8 1.04 ± 
0.149 [149] 

3 35 0.5 – 3  1.045 ± 
0.090 [64] 

40 50 – 80 1 1.06 ± 
0.32 [63] 

73.5 50 – 200 0.5 – 5  ~ 1 [33] 

44.8, 58.8 20 – 100  2.5 1.0 ± 0.1 [150] 

Equation 
2.4 2.8 120 3.8 1.12 [60] 

Equation 
2.5 33 80 0.5 – 3  0.746 – 

1.075 
[61, 
62] 

2 

Equation 
2.1 

- 50 1, 1.5 1.04 [117] 

40 50 – 80 1 1.040 ± 
0.046 [63] 

Equation 
2.4 2.8 80 3.8 3.25 [60] 

3 

Equation 
2.1 - 50 1, 1.5 0.98 [117] 

Equation 
2.4 2.8 60 3.8 3.25 [60] 

5 

Equation 
2.1 40 50 – 80 1 1.036 ± 

0.037 [63] 

Equation 
2.4 2.8 50 3.8 3.43 [60] 

2 – 8 nm Other 2 15 - 0.5 [52] 

8 – 100 
nm Other 2, 42 Within linear 

regime 1 0.02 – 3 [59] 

1 
Other 0.4 - 8 1.04 ± 

0.149 [149] 

Other - - - 1.16 ± 
0.06 [22] 
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Table 2.2: Published values for the elastic modulus of graphene membranes prepared via other preparation 

methods. 

Graphene 
Preparation 

Method 

Number 
of 

Layers 
Equation 

Spring 
Constant 

(N/m) 

Indentation 
Depth (nm) 

Membrane 
Diameter 

(µm) 

Elastic 
Modulus 

(TPa) 
Ref. 

CVD-grown 1 

Equation 
2.1 

- - 1, 1.5 0.979 ± 
0.045 [82] 

27 130 2.2 
0.540 ± 
0.033 up 
to ~ 0.8 

[83] 

Equation 
2.3 

3 - 2 0.16 [86] 

70 - 42 0.657 [151] 

rGO 1 Other 1 – 50 -  0.25 ± 
0.15 [104] 

GO 

1 

Equation 
2.1 34.24 80 – 120 2.5 0.384 ± 

0.031 [150] 

Equation 
2.5 30 -  0.15 ± 

0.03 [62] 

Other 0.07 -  0.208 ± 
0.023 [135] 

2 Other 0.07 -  0.445 ± 
0.025 [135] 

3 Other 0.07 -  0.666 ± 
0.035 [135] 

Strained 1 Other 200 -  1.25 [152] 

~0.3% 
Strained 1 Equation 

2.1 30 -  ~2 [64] 

Amorphous 
Carbon 

3.7 ± 
0.08 nm Other - -  0.179 ± 

0.032 [137] 

6.8 ± 
0.12 nm Other - -  0.193 ± 

0.02 [137] 

10.4 ± 
0.17 nm Other - -  0.211 ± 

0.045 [137] 

 

2.3.1.1 Wrinkles in the graphene membrane 

In the work by Lee et al. [13], non-contact imaging revealed that mechanically exfoliating and 

depositing graphene on a 300 nm SiO2 substrate with 1 µm to 1.5 µm diameter wells results in 

tautly stretched graphene membranes which adhered to the vertical walls of the substrate hole 

for 2 to 10 nm. Similarly, mechanically exfoliated graphene over 4.75 × 4.75 µm square wells 

in SiO2 were observed to adhere to the sides of the wells to ~17 nm due to the strong van der 

Waals interaction between the graphene and the SiO2 [22]. Amorphous carbon membranes on 

silicon nitride grids have also been observed to attach to the side walls by 1 to 5 nm, with 

thicker membranes adhering less [137].  
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Conversely, it was found that CVD-grown graphene membranes are often characterised by 

wrinkles of amplitudes in the order of a few nanometres within the sheet and significant surface 

roughness (rms) of around 3 nm [86]. It is believed that such wrinkles may originate from the 

roughness of the copper substrate during growth [86, 153], and may be increased during the 

transfer process to the second substrate. It was also suggested that due to a mismatch in the 

expansion coefficients of the copper substrate and the graphene, compressive strains are 

introduced in graphene upon cooling from the growth-temperature. The formation of wrinkles 

releases such strains [153]. 

It is understood that any wrinkles in both exfoliated and CVD-grown graphene membranes 

lower the elastic modulus of the graphene [154]. Less energy would be required to flatten out 

a rippled sheet before the elastic response of the graphene sheet is initiated [86]. The softening 

due to these wrinkles may be significant enough to reduce the elastic modulus down to 

0.06 TPa [154]. As such, it was suggested that by controlling the magnitude of these wrinkles, 

the elastic modulus of the graphene can be adjusted [86]. Furthermore, by applying a pressure 

difference across mechanically exfoliated membranes with no visible wrinkles, Lopez-Polin et 

al. [64] enhanced the elastic modulus of these membranes. It is believed that the applied 

pressure difference introduces strain within the membrane and thereby suppresses thermal 

fluctuations which are always present at room temperature [64]. 

2.3.1.2 Variation in methodologies adopted 

AFM has been frequently used to indent graphene membranes to measure graphene’s elastic 

modulus. Table 2.1 and Table 2.2 reveal that for a given sample preparation method and 

mathematical model used, the elastic modulus results appear to be comparable [33, 63, 117, 

150]. However, most research groups adopt different methodologies. In this section, two 

parameters central to AFM nanoindentation – yet often overlooked in literature – are discussed. 

These are (i) the spring constant of the cantilever used, and (ii) the depth of indentation. Both 

of these parameters are also listed in Table 2.1 and Table 2.2. 

2.3.1.2.1 Spring constant 

As described in Section 2.3, AFM uses a tip attached to the end of a flexible cantilever. In AFM 

nanoindentation, the stiffness, or spring constant, of the cantilever is used to convert the 

deflection of the cantilever during indentation, into quantitative values of the indentation force 

being applied to the sample. This allows for the force-displacement curves to be obtained.  
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The studies discussed in Section 2.3.1 indicate that (i) a significantly wide range of spring 

constants were used, from 0.4 N/m up to 73.5 N/m, and (ii) there is no apparent correlation 

between the spring constant used and the elastic modulus obtained (Table 2.1 and Table 2.2). 

To this end, the rationale behind the choice of the AFM cantilever spring constant used is not 

always made clear in published reports on graphene, and to the best of the author’s knowledge, 

the effect of the spring constant on the results has not been investigated systematically yet.  

The vast majority of the published reports [33, 52, 60, 62, 63, 71-73, 81-83, 86, 117, 143, 150, 

151] present values for the elastic modulus of graphene membranes obtained using a single 

type of cantilever. Others [61, 64, 104, 149] use cantilevers with different spring constants to 

indent the graphene membranes, yet report no dependency of the results on the probes used. 

For example, Lopez-Polin et al. [61] indent mechanically exfoliated graphene using a range of 

cantilevers with spring constants varying from 2 to 40 N/m. Upon the introduction of defects, 

the authors [61] note that the 𝐸2𝐷 of the flakes increases no matter what cantilever is used; 

however, the authors do not relate this effect on the modulus obtained using various cantilevers 

and associated spring constants. 

On the other hand, some authors have often highlighted that the spring constant of the cantilever 

has to be chosen to closely match the expected stiffness of the sample material. Heurberger et 

al. [155] emphasise that in order to probe the elastic properties of a sample, a cantilever that 

will produce a larger deflection in the sample than the lower limit of detection of the bending 

cantilever should be used. More recently, Kaman et al. [156] investigated the effect of the 

choice of spring constant relative to the elastic modulus of hydrogen ions-irradiated PDMS. 

The authors determine that using stiffer cantilevers will produce values for the measured elastic 

modulus that are more stable around the bulk value at a large range of indentation depths. On 

the contrary, for a very flexible cantilever the force-displacement slope will be equal to 1 for 

an infinitely rigid substrate (refer to Chapter 4, Section 4.4) since the force-curve will be 

dominated by the bending of the cantilever rather than the elastic deformation of the sample. 

In such cases, the elastic modulus is underestimated at low indentation depths, and only at high 

indentation depths does the elastic modulus reach the bulk value [156].  

In the case of free-standing graphene, Frank et al. [52] also stress the need to choose an AFM 

probe with a spring constant close to that of the graphene sheets. The authors [52] point out 

that if the cantilever is too stiff, the cantilever deflection is minimal possibly below the 

detectable limit of the instrument. As a result, at low indentation depths the cantilever starts 
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indenting the graphene membrane before it can start to bend. In this case, the cantilever is not 

sufficiently sensitive to truthfully detect the point of contact and initial indentation. On the 

other hand, if the cantilever is too flexible the graphene membrane will appear to be too rigid 

and no meaningful information can be extracted; that is, the cantilever will bend too much with 

limited or no indentation of the graphene membrane. For their studies, Frank et al. [52] used a 

2 N/m cantilever spring constant to indent 1 µm long graphene beams. 

The above evidently indicates the importance of selecting the best suited cantilever, yet no 

clear guidelines are provided in literature especially with direct reference to indenting graphene 

membranes.   

2.3.1.2.2 Indentation Depth and Membrane Radius 

As described earlier, graphene exhibits a nonlinear elastic behaviour. In fact, the force-

displacement curve is often modelled by (i) a linear term to account for any pre-tension in the 

membrane, and (ii) a cubic term that reflects the elastic modulus of the graphene as can be seen 

in Equation 2.1, Equation 2.3, Equation 2.4, and Equation 2.5.  

As shown in Table 2.1 and Table 2.2, different research groups indent graphene membranes to 

different indentation depths. In turn, these do not correlate the measured elastic modulus to this 

parameter.  

In terms of membrane size, most groups use membranes having different diameters, with most 

lying in the range of 0.5 µm to 3.8 µm [33, 59-64, 82, 83, 86, 117, 150]. This has been 

determined to be inconsequential to the elastic modulus measured [33, 61, 62, 64, 82, 117, 

150]. 

2.3.2 SUMMARY 
The extensive use of atomic force microscopy to study and characterise graphene is evident 

from this section. Indeed, AFM was successfully used multiple times to image the graphene 

sample and thus obtain different types of information such as its topography, friction properties, 

and adhesive properties. In Section 2.3.1, the use of AFM to perform nanoindentation on freely-

suspended graphene membranes was presented. While this technique was the first method used 

to experimentally measure the mechanical properties of graphene and confirm the theoretically-

derived elastic modulus of 1 TPa, its continued use by various research groups indicates the 

need for further study and standardization of the method with respect to graphene 

characterization. Some of the methodological variants that have been used which might have 
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affected the reported results were highlighted and discussed in Section 2.3.1.2. Nonetheless, a 

robust systematic study on the methodology parameters, such as cantilever spring constant, 

membrane size, and indentation depths, is yet to be conducted.  

Section 2.4 reviews the use of molecular dynamics simulations to circumvent some of the 

experimental challenges highlighted above while providing new understanding of the 

phenomena observed.  

2.4 MOLECULAR DYNAMICS SIMULATIONS 
Experimental studies on nanomaterials, although often imperative to observe key material 

phenomena, often require a high level of expertise in the production, handling and 

characterisation techniques adopted. As reviewed in Sections 2.2 and 2.3, material 

characterisation requires specialized equipment and highly skilled personnel able to master the 

required techniques, such as Raman spectroscopy and atomic force microscopy. Moreover, the 

possible scale of phenomena to be studied is limited by the ability of current cutting-edge 

technologies to probe at the nano and sub-nano scale. Even though these probing capabilities 

are continuously being improved through improved spatial resolutions and advancement of 

other techniques, such limitations, together with the manifestation of inevitable experimental 

errors, tend to inhibit widespread experimentation on graphene. 

The development of powerful computers and complex algorithms have made simulations based 

on ab initio models and/or empirical data more feasible. Due to the rigorous calculations 

performed during the simulations, especially in atomistic simulations where each atom and 

bond is individually modelled, certain phenomena can be observed and studied in greater detail. 

For example, processes which occur in fractions of a second will be easier to investigate in 

computer simulations. In contrast, experimental techniques are often too slow in their 

measurement techniques being limited by the intrinsic delays and constraints of the mechanical 

and electrical systems. Computer simulations are however limited to geometries and problem 

times in the nanoscale; running simulations of larger scales can be too computationally 

expensive. An increase in the scale of study requires coarser computer models, such as 

continuum mechanics or finite element analysis (FEA), that tend to over-simplify the 

underlying mechanisms in nanomaterials. 

Indeed, computational and theoretical methods have been used to predict and calculate the 

mechanical behaviour and properties of graphene under various conditions. Among the most 
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common techniques used is molecular dynamics (MD) simulation whereby every carbon atom 

and C-C covalent bond in the graphene lattice is individually modelled. The atoms’ motion is 

calculated using Newton's equations of motion, with the inter- and intra-molecular forces being 

derived from the atomic force fields or potential functions. For graphene, the adaptive 

intermolecular reactive empirical bond order (AIREBO) [24, 30, 34, 63, 115, 148, 157-165] 

and Tersoff-Brenner [29, 166, 167] potentials are reportedly the most accurate and hence 

widely adopted models. The Morse bond potential coupled with the angular, torsion, and 

Lennard-Jones (LJ) potentials have been shown to match the accuracy of the former models 

[25, 168]. Background theory on molecular dynamics and the role of the potential functions to 

model graphene is given in Chapter 6. 

While MD simulations have to be restricted to a relatively small number of atoms (on the order 

of a few million atoms), this limitation ensures that the model is carefully designed such that 

only the phenomenon of interest is simulated. In fact, in most MD simulation platforms, the 

user is free to model any form of graphene by pre-defining the initial position of every atom 

involved in the simulation. Furthermore, the environment in which the graphene is simulated 

and the loads applied to it can be difficult to implement experimentally, yet can produce 

accurate results on the behaviour of graphene itself in MD. For instance, as shown in Figure 

2.14 [166], most simulations intended for the investigation of the mechanical properties of 

graphene tend to commence with a perfectly square or rectangular sheet of pristine graphene. 

The edge atoms are then constrained such that they are fixed in space or moved at a pre-defined 

velocity to simulate uniaxial tensile loading. This is experimentally challenging to replicate, 

yet allows for precise relationships to be formed between the mechanical behaviour of the 

graphene and the sheet size, aspect ratio, loading orientation, loading velocity, temperature etc. 

A review of such relationships reported in literature is given in Section 2.4.1.  

 

Figure 2.14: Pristine graphene sheet modelled in tensile loading; the C atoms on the left (in red) are fixed, while 

the C atoms on the right (in red) are constrained to move at a pre-defined velocity [166].  
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2.4.1 UNIAXIAL TENSILE LOADING 
Measuring the elastic modulus and fracture strength of a material under uniaxial tensile loading 

is common practice in material science given that the material can be formed into a standard 

macro test specimen. Using a similar tensile testing strategy to load an atomically-thin material 

is problematic given that the scale dictates that the jigs that hold the nanomaterial, and the 

actuators and sensors required to apply the strain and measure the force need to be reimagined 

to allow use at such small scale. The use of molecular dynamics simulation circumvents these 

experimental difficulties and instead simulate tensile loading of graphene as a nanomaterial.  

As shown in Table 2.3, under such loading conditions using MD, several research groups [24, 

30, 34, 158, 166-170] obtained values for the elastic modulus, fracture stress, and fracture strain 

of pristine graphene which are in good agreement with experimental measurements [13]. Table 

2.3 further lists the loading orientation, sheet size, temperature, and strain rate used in the 

corresponding simulations.  

2.4.1.1 Loading orientation and Anisotropy 

Simulating uniaxial tensile loading has enabled researchers to observe that graphene exhibits 

anisotropic mechanical behaviour. A graphene sheet loaded in the ZZ direction was found to 

exhibit up to 25% higher fracture stress and up to 69% higher fracture strain than when loaded 

in the AC direction [24, 25, 34, 167, 170]. 

Less agreement is found when comparing various studies for the elastic modulus of graphene 

along different directions; some simulation work has shown isotropy for the elastic modulus 

[24, 169, 170], while other authors either claim that the AC loading direction is stiffer than the 

ZZ direction or vice versa [157, 166]. The anisotropy is attributed to the alignment of the 

individual C-C bonds to the loading direction and the resulting variation in the C-C bond 

lengths and bond angles when loading in either direction [24, 166]. 
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Table 2.3: Mechanical properties of graphene measured under uniaxial tensile loading in MD. 

Potential Temperature 
(K) Strain Rate Sheet size 

(nm × nm) 
Elastic modulus (TPa) Fracture Stress (GPa) Fracture Strain 

Ref. 
AC ZZ AC ZZ AC ZZ 

AIREBO 

300 109 s-1 10 × 10 
periodic 1.01 ± 0.03 - 90 107 0.13 0.20 [24] 

300 5 × 109 s-1 4.26 × 4.92 - - 90 105 0.13 0.22 [34] 

300 109 s-1 12.64 × 11.07 1.090 ± 0.003 - 90.8 - 0.137 - [30] 

300 108 s-1 - - - 93 117 0.179 0.257 [160] 

0 109 s-1 100 × 30 - - 100 120 - - [158] 

Tersoff-
Brenner 

300 108 s-1 4.15 × 4.15 1.13 1.05 180 210 0.33 0.44 [166] 

300 2.45 × 108 s-1 4.8 × 6.1 0.790 0.807 123 127 0.23 0.22 [167] 

REBO 
1800 - - -  46.9 51.2 - - [171] 

1 - 1.95 × 7.95 0.907 0.907 86.55 86.55 0.135 0.135 [169] 

Morse 
0 2.6 × 108 s-1 up to 

0.026 × 108 s-1 20.0 × 20.3 0.853 - - - - - [168] 

- - 9.35 × 7.96 1.3 1.3 100 125 - - [170] 
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2.4.1.2 Sheet size and Aspect ratio 

The relationships between the elastic and fracture properties with sheet size and aspect ratio 

were also investigated in some literature sources [24, 157, 161, 166, 172, 173], but some 

disagreement is found as to how the mechanical properties change with the overall dimensions 

of a graphene nanoribbon.  

Simulations indicate that as the aspect ratio of the nanoribbon is increased, the fracture stress 

decreases while the fracture strain increases [161, 172, 173]. The elastic modulus was also 

observed to increase with an increase in aspect ratio [157]. 

However, for the same aspect ratio, Zhao et al. [24] claim that the elastic modulus increases 

with an increase in sheet size, until it reaches the value for bulk graphene at a diagonal length 

of approximately 10 nm. On the contrary, Tserpes et al. [170] reported that the elastic modulus 

and tensile strength decrease with an increase in sheet size with the mechanical properties 

stabilizing beyond a sheet size of 9.35 × 7.96 nm. Ni et al. [166] find that the elastic modulus 

is not affected by the sheet size ranging from a 2.0 × 2.0 nm sheet up to a 8.4 × 8.4 nm sheet.  

2.4.1.3 Temperature 

It is generally accepted that the fracture stress and fracture strain decrease, sometimes linearly, 

with an increase in system temperature [34, 171-177].  

The elastic modulus was found to be insensitive to change in temperature in some studies [171], 

yet was found to marginally decrease with an increase in temperature up to 1000 K in others 

[157, 177]. 

2.4.1.4 Strain rate 

The applied strain rate may also affect the simulation results. If the strain rate is too large, 

atoms do not have the time necessary to redistribute the stress, or relax, while if it is too slow, 

the computational time is inevitably increased. Using a time step of 1 fs, varying the strain rate 

from approximately 2.4 × 107 up to 2.4 × 108 s-1 indicates that the rate does not significantly 

affect the stress-strain curves, yet slightly affects the fracture point [166]. Le and Batra [168] 

report that the strain rate varied from 2.6 × 106 up to 2.6 × 108 s-1 does not affect the tensile 

deformations but only affect the fracture behaviour. 

2.4.1.5 Wrinkling 

Similar to what has been observed experimentally, MD simulations also report fluctuations or 

wrinkling within the graphene sheet, prior to any load being applied. In fact, Ni et al. [166] 
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note that at 300 K, the first 4% of strain is only used to flatten out the wrinkled sheet. Zhao et 

al. [24] report out-of-plane fluctuations of around 0.576 Å at 300 K. The magnitude of these 

ripples were observed to be directly proportional to the temperature [178]. 

2.4.1.6 Fracture behaviour 

Apart from the elastic properties and quantitative fracture parameters of graphene, the mode in 

which graphene sheets fail qualitatively due to a variety of loading systems is also important. 

The fracture behaviour of pristine and defected graphene was analysed in numerous works [29, 

35, 166, 174, 179, 180] with the use of different computational and theoretical techniques. In 

general, it is agreed that pristine graphene exhibits a brittle failure with no or insignificant 

plastic deformation when subjected to a tensile load [159]. A brief overview is provided 

hereunder. A more detailed review on the fracture of graphene can be found in [181]. 

Due to its hexagonal lattice structure, the way in which the crack propagates in graphene also 

shows anisotropy. It was found that irrespective of the direction of loading, a crack in pristine 

graphene tends to favour the ZZ lattice direction, as shown in Figure 2.15 [174]. If the sheet is 

loaded along the AC direction, the crack travels perpendicular to the loading direction, as 

shown in Figure 2.16 (a, b), with some simulations showing a number of pentagon-heptagon 

defects forming just ahead of the crack tip [166]. On the other hand, if the sheet is loaded in 

the ZZ direction, the crack travels at 60° from the loading direction, as shown in Figure 2.16 

(c, d) [29, 166, 167]. TEM imaging of a torn graphene sheet indicates that the preferred 

directions are both the AC and ZZ direction, as opposed to other chiral directions [182]. 

 

Figure 2.15: Crack propagation in graphene sheets under a tensile load along different orientation angles; (a) 0° 

(AC), (b) 6.6°, (c) 8.2°, (d) 16.1°, (e) 23.4°, and (f) 30° (ZZ) [174]. 
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Figure 2.16: Fracture process upon loading in the (a, b) AC, and (c, d) ZZ directions (a, c) [166], (b, d) [167]. 

2.4.2 POINT LOADING NANOINDENTATION 
As presented in Section 2.4.1, it is physically challenging to apply a uniaxial tensile load to a 

perfectly rectangular pristine graphene sheet to measure the elastic and fracture properties of 

graphene. In fact, to circumvent this limitation, nanoindentation of a circular graphene 

membrane using an AFM probe has been used as reviewed in Section 2.3.1. Nonetheless, 

simulating point loading of a circular graphene membrane to replicate AFM nanoindentation 

is still of interest to confirm the applicability of the mathematical models used in the 

experimental scenarios, as well as to understand in depth the behaviour of graphene under such 

loading conditions on an atomic scale. 

In fact, Zandiatashbar et al. [33] point out that the properties obtained by nanoindentation with 

an AFM tip are often spatially averaged values, hence atomistic defects and size dependent 

features are often overlooked. It was also pointed out by Fair et al. [183] that the model derived 

in [13, 117], i.e. Equation 2.1, assumes that: (i) the bending rigidity of the graphene membrane 

can be ignored, (ii) that graphene is isotropic in all three directions (disputed in [157, 166, 

167]), and (iii) the induced stresses are isotropic, that is, they are independent from the radial 

distance from the membrane centre. 

To circumvent the above assumptions and be able to analyse the behaviour of graphene at 

atomistic level, density functional theory (DFT) [145, 183] and MD simulations [147, 148, 

183-187] have been performed. As previously mentioned, simulations also permit more control 
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on the system conditions, in this case the graphene membrane size, number of layers in the 

graphene membrane, tip size and morphology, indentation speeds and depths, temperature, etc. 

This enables a thorough understanding of the response of graphene under different 

circumstances. It is worthwhile noting that due to the computational costs and current 

processing abilities, typical MD system scales describe graphene sheets of only a few tens of 

nanometres, indentation depths of a few nanometres, and indentation speeds of tens of meters 

per second (i.e. significantly higher than possible in experimental setup). 

In MD, point loading is often applied by simulating a small indenter to replicate the very tip of 

the AFM probe [147, 148, 162, 165, 184, 185, 187, 188]. The indenter is often modelled as a 

spherical [148, 165, 185], hemispherical [147, 162, 187], or pyramidal [184] diamond, with the 

Lennard-Jones potential [147, 148, 184, 185, 187, 188] to model the long-range van der Waals 

interaction forces between the indenter and the graphene. A square-based pyramidal indenter 

with platinum atoms in an FCC crystal lattice was also used [184, 188], yet no dependence was 

found on the material of the indenter and the behaviour of the graphene membrane [184]. 

The graphene sheet is usually modelled as a free-standing circular sheet with the circular 

boundary atoms fixed in 3D space [147, 165, 188]. The boundary atoms have also been fixed 

in the sheet’s out-of-plane direction but are able to move freely within its plane [185].  

To obtain a force-distance curve similar to that in Section 2.3.1 Figure 2.12, the indentation 

depth can be obtained from the position of the bottom-most atoms in the indenter, while the 

force applied is often calculated as the average force in the normal direction exerted in the tip 

by the graphene membrane [162, 165]. The FD curve is then fit to a polynomial of the form 

shown in Equation 2.7 [148, 165, 184, 188]. The fitting parameters 𝐴 and 𝐵 are then used to 

extract the elastic properties of the simulated graphene membrane. For example, upon 

indenting rigidly clamped circular SLG and BLG membranes with radii ranging from 12 to 

25 nm with a square-based pyramidal platinum indenter, Neek-Amal et al. [184, 188] used the 

analytical solution in Equation 2.8 [189] to obtain the elastic modulus 𝐸. 

𝐹 = 𝐴𝛿 + 𝐵𝛿3 Equation 2.7 

𝐵 =
𝜋𝐸𝑡𝐺

4𝑎2𝐺(𝜈) Equation 2.8 

where 𝐺(𝜈) is a function of the Poisson’s ratio and varies from 0.65 to 0.9. The authors find 

that for deflections smaller than 1 nm, the linear term of Equation 2.1 is sufficient to model the 

force-distance curve, yet the cubic term would be required for deflections larger than 1 nm.  
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Tan et al. [147] also investigate the effect of tip (𝑟) to sheet radius (𝑎) in MD simulation. For 

sheet radius, 𝑎, ranging from 7.5 to 9 nm and a hemispherical tip of radii, 𝑟, 1.6 to 3 nm, the 

authors note that the resultant 𝑟
𝑎
 ratio requires a correction factor of (𝑟

𝑎
)

1
4 to the cubic term for 

𝑟
𝑎

< 0.03 [13, 117]. In their work, Tan et al. [147] further differentiate between a point load 

model and a sphere load model for different indentation depths. While for smaller indentation 

depths (< 2.5 nm), the point load model is appropriate since the graphene-indenter contact area 

is very small, for larger indentation depths whereby the graphene-indenter area is increased, 

the spherical model i.e. with the addition of the correction factor, becomes more suitable.  

Wang et al. [148] indent a square graphene membrane and fit the force-distance curve to a 

polynomial – Equation 2.7. The authors assess whether the aspect ratio of the membrane affects 

the resultant modulus. In fact, a change in the aspect ratio of the graphene sheet did not result 

in a change in the elastic modulus and fracture stress. Since 𝑟
𝑎𝑒𝑞𝑢𝑖

< 0.1 where 𝑎𝑒𝑞𝑢𝑖 = √𝐿𝑏
𝜋

, 

the equivalent radius of the rectangular graphene sheet with dimensions 𝐿 and 𝑏, a similar 

correction factor to that used in [147] is necessary. In agreement with experimental results, the 

simulations resulted in an elastic modulus of 1.05 TPa and maximum stress 205.13 GPa. 

Furthermore, for a given squarish membrane indented at an indentation velocity of 0.20 Å/ps 

using indenters with radii varying from 1, 2 and 3 nm, it was found that with an increase in 

indenter radius, the indentation depth, maximum load sustained, and the elastic modulus 

increase [148]. 

In earlier works, Wang et al. [185] simulated a simply supported 16 nm radius graphene 

membrane indented using a 0.27 nm radius spherical diamond indenter. Using the Tersoff-

Brenner potential for the graphene membrane at 300 K, the authors report that upon indenting 

the membrane to a critical depth of 0.7 nm, radial wrinkles within the graphene membrane 

emerge as shown in Figure 2.17. Such wrinkling suggests that graphene under nanoindentation 

cannot in fact be modelled as a membrane with zero bending stiffness. Similar wrinkling, 

increasing with graphene membrane diameter, was observed using a quasi-continuum model 

which reduces the computational cost compared to MD simulations [190].   

Overall, the effect of wrinkling within the graphene membrane on the measured elastic 

modulus by nanoindentation seems to reduce the elastic modulus of the graphene [86, 191]. 
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Figure 2.17: Wrinkling of a circular graphene membrane under point loading [185]. 

Nanoindentation of a rectangular graphene sheet similar to the geometry used in the 

experimental work by Frank et al [52], discussed in Section 2.3.1, was carried out by Fang et 

al. [187] with the Tersoff empirical potential energy function. Snap-to-contact and snap-out-

of-contact phenomena were observed in their simulations whereby the graphene sheet was 

observed to make contact with the hemispherical diamond tip due to attractive forces when the 

tip was just above the graphene sheet. Several indentation depths ranging from 0 to 0.6 nm 

were simulated, with higher indentation depths leading to more graphene atoms being in 

contact with the indenter, and hence produce a larger snap-out-of-contact height upon 

unloading. Furthermore, the strong adhesion forces during unloading caused Stone-Wales and 

vacancy defects to nucleate in the graphene sheet.  

Similar to what was discussed in Section 2.4.1.4, the indentation velocity – and thus the strain 

rate – may have an effect on the mechanical behaviour of graphene. It was found that no 

observable changes in the FD curves were noted up to indentation speeds of 20 m/s [148]. At 

loading speeds higher than 20 m/s, the maximum load sustained was noted to increase rapidly 

together with a significant reduction in the critical indentation depth [148]. Similarly, for 

indentation velocities ranging from 25 m/s up to 100 m/s, it was noted that higher indentation 

velocities result in higher sustained loads for the same indentation depths, thus higher elastic 

moduli, and lower snap-out-of-contact height [187]. However, in other works [162], no 

significant dependence of the FD curves on the indentation speeds varying from 25 m/s to 

100 m/s was found.  
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Finally, in agreement with other MD simulations of graphene under uniaxial tensile loading 

[34, 171-177], MD nanoindentation simulations revealed that at higher temperatures, less 

energy would be required to indent the graphene membrane since high temperatures increases 

the kinetic energy of atoms which decrease the bond strength [187]. 

2.4.3 SIMULATIONS INVESTIGATING DEFECT FORMATION 
Analogous to the experimental techniques which have been adopted to modify and introduce 

defects in the graphene structure (Section 2.1.4), MD simulations have also been used to study 

the phenomena involved. Most simulations revolve around bombarding graphene freely-

suspended [63, 163, 164] or supported on a substrate [164] with energetic particles. These 

studies have studied the effect of the incident ions, their energy, fluence, incidence angle, and 

effect of the substrate [164]. In most cases, the electronic excitation caused by the impact of 

charged ions on the graphene is neglected due to graphene’s excellent electrical and thermal 

conductance [163, 164].  

The use of carbon, silicon, and gold ions for the creation of nanopores in graphene membranes 

was investigated by Li et al. [163]. It was found that an ion fluence of 4.24×1015 ions/cm2 is 

required to create a nanopore with smooth edges. The heavier ions of gold and silicon were 

found to be more efficient than carbon ions to remove the C atoms from the graphene. 

Furthermore, it was observed that lower ion energies were more effective at creating the desired 

nanopores – for heavier ions, higher ion energies can be used. The authors report that the 

number of sputtered atoms increases linearly with number of ions irradiated with the overall 

sputtering yield, i.e. the average sputtered atoms per incident ion, experiencing a progressively 

faster growth. Eventually, the increase in sputtering becomes very slow and nearly saturates. 

All these three stages were observed for any of the incident ions simulated, yet occur at 

different rates.  

With regards to the incidence angle, in general, the number of sputtered atoms increases 

slightly as the incidence angle is increased from 0 to 75° [163]. This result is attributed to the 

fact that at larger incidence angles, the effective thickness of graphene is larger which enables 

more kinetic energy to be transferred to the graphene.  

Argon ions were also used to create nanopores [164]. It was noted that while a nanopore was 

formed in both suspended and supported graphene at the optimal parameters, the pore in the 

supported graphene has worse quality with irregular structure and larger size. In supported 

graphene, vacancies were also created in the vicinity of the nanopore. Furthermore, apart from 
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sputtering the graphene atoms, the Ar ions also lead to sputtering of the substrate atoms which 

backscatter towards the graphene. The sputtered substrate atoms induce secondary sputtering 

of graphene and vacancies in the rest of the graphene sheet. Due to this secondary sputtering, 

the authors note that the dose required to manufacture the nanopore is lower for supported then 

in suspended graphene. 

MD simulations of argon ion irradiation on 5-layer graphene revealed the formation of cross-

linking between the graphene sheets, strengthening the interaction between the different layers 

[164]. An increase in the number of graphene layers required higher ion energies for optimal 

nanopore creation [164]. 

Simulations using helium ion irradiation created the formation of mono-, di-, and larger 

vacancies clusters, Stone-Wales defects, and interlayer cross-linking in 5-layer graphene [63]. 

Similar to what was observed in [164], as the He ion hits the first graphene layer, it scatters 

several C atoms creating different types of defects, with the C atoms becoming trapped. The 

collision leads to a wave pulse in the graphene layers and a cascade of damages. This wave is 

eventually damped and relaxed via thermal fluctuation forming interlayer links, which might 

explain the strengthening effect as opposed to other defects. It is expected that the interlinking 

can be used to an advantage. Interlinking may prevent sliding between layers and hence 

increase bending rigidity. The links may enable load distribution between the layers, serving 

to blunt or halt crack propagation, and thus increase toughness. Interlayer linking may also pin 

the thermal ripples of the layers, effectively increasing the elastic modulus. 

2.4.4 SUMMARY 
Molecular dynamics simulations have been used in several studies to analyse the behaviour of 

graphene under mechanical loading and hence measure the elastic and fracture properties of 

graphene [24, 26, 29, 30, 166, 168, 192, 193]. The results obtained have been directly compared 

to the results from experimental studies with good agreement. However, it is worthwhile noting 

that the length scales of MD and experiments are sometimes prohibitive to allow such direct 

comparison. 

As reviewed in this section, although the mechanical properties of graphene have received 

significant attention by the research community, few have investigated the fracture behaviour 

and mechanical properties of graphene under various conditions while validating simpler, 

computationally cheaper potentials such as the Morse bond potential. 
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As reviewed in Section 2.4.2, MD simulations have also been used to replicate nanoindentation 

of circular graphene membranes [147, 148, 162, 184, 185, 187, 188] to validate the use of the 

mathematical model often used in experiments (Equation 2.1). As with uniaxial tensile loading, 

agreement with the experimental results was common. 

Finally, in Section 2.4.3, literature investigating the formation of defects and creation of 

nanopores with the use of energetic ion bombardment via MD was briefly outlined.  

Section 2.5 will delve further into the invaluable role of MD simulations for understanding the 

effect of closely controlled defects in the graphene membrane on its behaviour. 

2.5 NANOPOROUS GRAPHENE 
The shortage of clean water resources calls for the development of efficient technologies for 

effective waste water reclamation, sea water desalinization and water decontamination. More 

effective, low-cost technologies to desalinate, decontaminate and disinfect water for point-of-

use (POU) purposes are needed, especially in rural regions [194]. 

Current state-of-the-art technologies typically involve the use of semi-permeable polymeric 

membranes in reverse osmosis systems. This technology is based on the diffusion of water 

molecules through the membrane which is somewhat slow and requires high pressures and 

hence energy input [195]. Polymeric membranes also tend to suffer from fouling. 

Nanomaterials are being investigated for their potential use in desalination and 

decontamination applications, with the aims of miniaturizing advanced devices while rendering 

them more efficient and economic. Research efforts are being directed at developing systems 

which increase water throughput via the use of porous nanostructured membranes that sieve 

water molecules from the larger salt ions and contaminants. Suggested nanomaterials include 

carbon nanotubes [191] and zeolites [196], however, the expected increase in efficiency is 

counteracted by the increase in manufacturing costs of such membranes [197]. 

Nanoporous graphene has also been identified as a promising nanomaterial for desalination 

membranes. As already mentioned in previous sections, pristine graphene is impermeable to 

all substances, including helium [22], while exhibiting remarkably high elastic modulus and 

fracture stress of around 1 TPa [13] and 100 GPa [24], respectively. The introduction of 

nanopores in the graphene sheet by the removal of multiple atoms via UV-induced oxidative 

etching [66], electron [198] or ion [36] beam irradiation, or otherwise [33, 199, 200], renders 
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the 2D membrane permeable, sometimes selectively. Hence, it is anticipated that porous 

graphene will be used as semi-permeable membranes in desalination and decontamination 

nanofilters, using the phenomenon of molecular sieving rather than diffusion, as illustrated in 

Figure 2.18. Moreover, due to its chemical structure, porous graphene can also be potentially 

used for gas storage applications [199, 201]. 

A brief overview of the permeability studies that have been done on nanoporous graphene 

membranes is given in the following section. 

2.5.1 PERMEABILITY OF GRAPHENE MEMBRANES 
Bulge-test experimental techniques using mechanically exfoliated monolayer graphene sheets 

were first adopted by Bunch et al. [22]. These tests confirm the impermeability of pristine 

membranes to standard gases including helium. Furthermore, through ab initio calculations and 

molecular dynamics simulations, Leenaerts et al. [202] conclude that small defects such as 

Stone-Wales and monovacancy defects do not destroy the impermeability of graphene sheets. 

Permeability to helium atoms is obtained with the introduction of larger defects. 

Figure 2.18: Use of nanoporous graphene as a molecular sieve that only allows water molecules from saline 

water to pass through under a pressure difference (Image courtesy: Matthew K. Borg). 
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In contrast, CVD graphene grown on copper foil and transferred onto porous polymeric 

membranes may enable selective molecular transport via the intrinsic defects that originate 

during synthesis, as explained in [203]. Furthermore, the introduction of controlled, sub-

nanometer pores in CVD graphene has been successfully achieved in [200]. The authors use 

oxidative etching to selectively etch previously nucleated reactive defects via ion 

bombardment. The resulting pores increase in size with treatment time and have a maximum 

diameter of 0.4 nm, presumably being ideal for nanofiltration applications due to the high 

transport selectivity shown for Allura Red dye and potassium chloride solutions. 

The transport mechanisms of water molecules through porous graphene has been studied by 

Suk and Aluru [204]. The authors modelled monolayer graphene with nanopores of various 

diameters ranging from 7.5 to 27.5 Å. The water flow through the nanoporous graphene 

membrane was then analysed using MD simulations. The effects of pore size, pore 

functionalization and applied pressure on the desalination dynamics were also investigated in 

[48]. Molecular dynamics simulations enabled a systematic approach for the investigation to 

be taken, and preliminary conclusions have been draw regarding the optimal conditions for 

desalination. Namely, it was shown that hydrogenated pores, i.e. pores having edges 

functionalized with hydrogen atoms, reduce the water flow due to the pore hydrophobicity, yet 

hydroxyl (-OH) functionalization improves the salt rejection. Konatham et al. [205] confirm 

the superior salt rejection and hence effectiveness for desalination when using -OH 

functionalized pores, when compared to those pristine or functionalized with COO- and NH3
+. 

In both cases of pristine and -OH functionalized pores, the optimum effective pore diameter 

was found to be 7.5 Å [205]. The MD simulations were performed with the carbon atoms in 

graphene being modelled as stationary Lennard-Jones spheres. 

In [36], quasi-defect free CVD graphene was transferred on porous SiNx to create supported 

membranes and subsequently subjected to gallium or helium focused ion beams to drill 

nanopores of diameters between 7.6 nm and 1 µm. The obtained porous graphene membranes 

having approximately 103 to 106 pores per 4 µm membrane diameter are reported to withstand 

pressures of up to 2 bar. In their work, Celebi et al. [36] found that although water permeation 

through such membranes is superior to conventional ultrafiltration membranes when both sides 

of the membrane are wet, the porous graphene membrane does not allow water permeation to 

occur even under a few bars of pressure if one side of the membrane is dry. Yet, water vapour 

and other gases still permeate in such cases. This suggests the potential use of porous graphene 

in efficient waterproof yet highly breathable membrane materials.  
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Studies on the use of graphene-based materials as electrodes in capacitive deionization have 

also been carried out in [206]. The use of a reduced graphite oxide resol-like material for the 

electrodes proved to enhance the performance of NaCl removal [206]. Both MD simulations 

and experiments on micrometre thick graphene oxide membranes were carried out in [207], 

showing how such membranes allow water together with small species of contaminants to 

permeate through, yet restrict flow to larger species. 

Furthermore, to explore the applicability of porous graphene membranes for atmospheric 

filtering, other researchers investigated the possibility of selectively separating gaseous 

species. Jiang et al. [208] used first principles DFT calculations to study the permeability of 

graphene having passivated pores of approximately 3 Å in diameter to hydrogen and methane 

molecules. Similarly, Blankenburg et al. [209] and Schrier et al. [210] included several other 

gases – helium, oxygen, nitrogen, carbon monoxide, carbon dioxide, ammonia, neon and argon 

– in the modelled atmosphere and conclude that graphene is highly selective towards hydrogen 

and helium. Separation of 3He and 4He isotopes was predicted when using graphene 

membranes having nitrogen passivated nanopores [211].  

Molecular dynamics simulations were also devised by Du et al. [212], concluding that regularly 

distributed pores of approximately 3.725 Å in diameter result in 100% separation of hydrogen 

from nitrogen. Sun et al. [23] confirmed the ability of porous graphene to separate hydrogen 

and helium from nitrogen and methane with a pore consisting of 10 vacancies using MD 

simulations. The authors [23] investigated how the flux changes with the pore size. A study on 

the mechanisms of molecular transport through the nanoporous membrane and how they are 

affected by the molecule mass, kinetic diameter and interaction strength with graphene, and 

functionalization of the pore was also presented [23]. 

Experiments using porous bilayer graphene were also carried out by Koenig et al. [66] to 

measure the transport dynamics of hydrogen, carbon dioxide, argon, nitrogen, methane and 

sulphur hexafluoride gases through such membranes. 

Studies on the potential use of porous graphene in hydrogen and carbon dioxide gas storage 

applications have been carried out by Du et al. [201] and Dong et al. [199]. The latter used 

microwave-assisted reduction of graphene oxide to produce porous graphene capable of 

absorbing high percentages of hydrogen and carbon dioxide at specific temperature and 

pressure conditions. 
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Although, nanoporous graphene is clearly a very promising membrane-material for 

desalination or liquid or gas filtering applications, the implementation of such membranes 

requires more studies targeted towards the production of reliable nanoporous graphene 

membranes using a cost-effective method. Other than the permeability properties, it is also 

necessary to investigate the mechanical properties of porous graphene to ensure enough 

structural rigidity is exhibited for the required system operating conditions.  

Section 2.5.2 and Section 2.5.3 discuss the effects of crystalline defects and nanopores on the 

mechanical properties of graphene, respectively.  

2.5.2 EFFECT OF DEFECTS ON THE MECHANICAL PROPERTIES 
As mentioned in Section 2.1, while pristine graphene is reasonably easy to prepare, certain 

synthesis routes tend to produce graphene with a lesser crystalline quality with different types 

of defects within the graphene crystal. The condition of graphite from which the graphene is 

mechanically exfoliated, the structural quality of the substrate onto which graphene is 

deposited, be it via CVD, epitaxial growth or another method, and the graphene growth and 

deposition parameters, highly determine the crystalline quality of the graphene produced.  

In the case of mechanically exfoliated graphene, although in general the graphene samples have 

a high degree of order, defects present typically include vacancies or Stone-Wales defects (a 

reconfiguration of the C-C bond to form non-hexagonal polygons, as shown in Figure 2.19). 

On the other hand, CVD graphene tends to contain a significant number of grain boundaries 

that separate grains of different orientations [31]. Furthermore, graphene produced by the 

chemical reduction of graphene oxide tends to contain a significant amount of functional 

groups (groups of atoms attached to the graphene sheet that alter the chemical properties of the 

system), that might also be considered as imperfections in the crystalline structure.  

 

Figure 2.19: (a – c) Atomistic models illustrating the bond rotation in a Stone-Wales defect, and (d, e) TEM 

images of the Stone-Wales defect [32]. 
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The presence of these defects often alter the electrical, chemical, and mechanical properties of 

the graphene. As such, several methods have been devised to introduce the desired defects in a 

controlled manner to tailor graphene’s properties for a particular application; a few of such 

modification methods were reviewed in Section 2.1.4 and Section 2.4.3. These methods allow 

for the relationships between such defects and the properties in question to be studied 

systematically.  

While the effects of the introduced defects on the Raman spectrum of graphene have been 

reviewed in Section 2.2.3, Section 2.3 has mostly dealt with pristine or as-deposited/as-grown 

graphene. In fact, Table 2.1 and Table 2.2 present the elastic moduli obtained via AFM 

nanoindentation of pristine or as-grown CVD graphene. The results obtained from molecular 

dynamics simulation reviewed in Section 2.4 are also applicable to pristine graphene. This 

section aims at reviewing the effects of different defects on the mechanical properties of 

graphene, in particular its elastic modulus and breaking strength. The presence of defects in the 

graphene sheet with respect to the mechanical properties can be investigated more clearly using 

computer simulations [167, 169, 213]. Such simulations allow for specific defects to be 

introduced at their exact desired density and distribution. 

In earlier experimental works [33], it was reported that the elastic modulus of graphene is not 

affected by low oxygen plasma treatment times that produce sp3 hybridization defects. 

However, it was noted that the modulus starts to decrease with increasing treatment times. This 

results from vacancy-type defects with a mean distance between defects of 5 nm. Such vacancy 

defects reduce the elastic modulus by ~ 70% at the maximum exposure time investigated. It is 

reported that the breaking load shows greater sensitivity to the oxygen plasma treatment 

regardless of the exposure time and hence defect type; the breaking strength was noted to 

reduce from ~ 35 N/m for the pristine membranes, to ~ 30 N/m for the longest treatment time. 

The authors note that similar to pristine graphene, defective graphene fractures directly beneath 

the AFM tip. 

Similar behaviour was reported by Liu et al. [63] whereby the elastic modulus was found to be 

insensitive to the presence of defects caused by low doses of high energy helium ion irradiation 

(<1013 He2+/cm2). With higher irradiation doses (>1013 He2+/cm2), the modulus was reported 

to decrease. This behaviour was attributed to the fact that the high density of defects starts to 

weaken the average atomic bond in the graphene. At ~ 3×1014 He2+/cm2, the modulus 

significantly decreases by up to 20%, after which the elastic modulus shows an abnormal 
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increase, yet never exceeding that of pristine graphene. Such increase in the modulus was 

attributed to the fact that at such high doses, the contamination layer formed on top of the 

membrane upon irradiation becomes too thick to effectively clean with static mode AFM 

imaging. This layer in turn provides the extra rigidity. The authors also note that the reduction 

in the elastic modulus was mostly pronounced in SLG, and was less evident in BLG and MLG. 

This was attributed to the ability of MLG to passivate the defects inside the layers via interlayer 

linking. As such, the elastic modulus of MLG shows enhanced resistance to radiation damage. 

However, Lopez-Polin et al. [61, 62] claim to increase the elastic modulus of SLG by 

introducing defects via low energy argon ion irradiation. With STM, the authors observed that 

such irradiation introduces mono or di- vacancies, and some vacancies saturated by small 

atoms, similar to the defects created via oxygen plasma at the high doses in [33]. However, as 

opposed to [33, 63], in this case the authors report that the elastic modulus increases with 

increasing irradiation reaching around 1.45 ± 0.07 TPa with 0.2% defect content, equivalent to 

a mean distance of 5 nm between defects. They only note a reduction in the modulus with 

higher defect contents beyond ~1.5%. However, in agreement with [33], the breaking strength 

was observed to rapidly decrease from 30 N/m to 18 N/m at a mean distance between defects 

of 10 to 15 nm. Notably, the authors [62] report that crack propagation is restricted in partially 

amorphous membranes, with the tearing length being strongly dependent on the density of 

atomic scale defects. 

The introduction of Stone-Wales defects, single, double and larger vacancies, and grain 

boundaries was also studied using MD simulation work, most of the defects resulting in a 

general reduction in fracture stress [28, 29, 35, 161, 179, 214].  

In simulations, vacancy defects were found to reduce the fracture strength by up to 12.2% due 

to a single vacancy defect [167], by 37.3% for a sheet with a 3-vacancy defect (3 missing atoms 

next to each other) [34], and by 50% for a defect density of 4.5% [170]. However, a single 

vacancy only resulted in a 0.8% reduction of the elastic modulus, with a higher density of single 

vacancies further reducing the modulus [28, 29, 35, 170, 213].  

The location of the vacancies was noted not to affect the elastic modulus [213], yet having the 

vacancies closer to each other significantly reduced the fracture stress [29]. Larger vacancy 

defects that create nanopores also reduce the elastic modulus and fracture strength [30]. 

Stone-Wales defects were found to reduce the fracture strength less significantly than vacancy 

defects [167]. This is attributed to the fact that unlike in vacancy defects, the number of bonds 
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in SW defects is maintained. The fracture strength was noted to reduce by 10.81% with a SW 

defect – compared to 12.19% for a single vacancy.   

BLG with sp3 interlayer bonding was also modelled using the REBO potential at 1 K [169]. It 

was noted that the shear modulus is significantly enhanced with the presence of the sp3 

interlayer bonding [169]. While the elastic modulus of pristine BLG was found to be 

0.872 TPa, the modulus was shown to linearly decrease with increasing sp3 defect density, with 

a decrease of 11.4% with 5.8% sp3 bonds. The tensile strength also reduces with increased sp3 

defects, reducing by 16.64% at 5.8% defects. A similar reduction in strain from 0.184 to 0.125 

was reported [169]. 

The tilt angle of grain boundaries (GB) and their effect on the strength of polycrystalline 

graphene has been investigated by carefully structuring the atomic configuration through both 

molecular dynamics simulations and continuum mechanics [158, 215]. It was found that such 

boundaries can both increase and decrease the strength depending on the tilt angle, the 

pentagon-heptagon arrangements along the boundary, and the loading direction [158, 171]. 

However, experimental work on CVD-grown graphene claims that the mechanical strength of 

the polycrystalline graphene is not dependent on the tilt angle of the GBs however still report 

significant scatter in the results varying the fracture stress from ~ 50 GPa to ~ 90 GPa [84]. 

Furthermore, an increase in temperature reduces significantly the fracture strain and fracture 

strength of graphene with grain boundaries [171, 215], while an increased strain rate only 

increases slightly the fracture properties [215]. 

It is still debatable whether and how the presence of grain boundaries and defects affect crack 

propagation. For single or a few defects such as vacancies, nanopores, or reconstructions in an 

otherwise pristine graphene sheet, failure tends to start from the defect and propagate through 

the rest of the sheet [25, 29, 216]; the crack often passes through other nearby defects even if 

it is not the shortest path to the edge. Moreover, the presence of additional defects has the 

potential of confining crack propagation as experimentally studied in [62]. It was shown that 

for larger graphene sheets with a relatively high defect or grain boundary density and a rather 

large hole in the middle, the crack does not nucleate from the central large defect, but from the 

surrounding defects [159]. This phenomenon is known as flaw insensitivity and is contrary to 

pristine graphene with a single large vacancy, from where the crack is shown to initiate [30]. 

In polycrystalline graphene, some studies showed that cracks tend to initiate from the junctions 

between different grains [217-219], yet there is a disagreement on whether larger grains 
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decrease or increase the strength of the graphene. The elastic modulus was reported to decrease 

significantly with a decrease in grain mean size i.e. increase in GB density [160] 

The fracture behaviour was also seen to transition from a brittle one to a ductile one at higher 

defect densities [35], yet is reported to be still brittle for nanocrystalline graphene [160]. In 

fact, following a significant decrease in the fracture strain with the introduction of defects, the 

fracture strain was observed to increase back to the pristine value at defect densities between 7 

to 12% [35]. 

Sha et al. [162] simulate nanoindentation of polycrystalline graphene membranes with an 

average grain size of 28.2 nm. The authors [162] investigate the dependence on the fracture 

stress in relation to the grain boundaries within the membrane and find that significant 

scattering in the results can be attributed to the different position of the GB in relation to the 

indentation location. In the case of grain boundaries, membranes tend to fail from the nearest 

grain boundary even if the indentation location is in the middle of the grain. 

2.5.3 EFFECT OF NANOPORES ON THE MECHANICAL PROPERTIES  
Despite extensive work being carried out on the permeability and dynamics of different fluids 

across porous graphene sheets, the mechanical properties of these membranes have not yet 

been widely investigated. Although the effects of single and double vacancies have been 

studied in [26, 29, 30, 220], and reviewed in Section 2.5.2, the effects of larger pores and 

ordered arrays of such pores on the elastic modulus and fracture stresses of graphene sheets 

still need to be explored. Such information is crucial to the application of porous graphene 

membranes in real filters. 

The critical pressure at which both pristine and porous graphene membranes fracture was 

investigated by Song et al. [221]. The blister test with single-layer graphene as the membrane 

was modelled using MD simulations, with the pressure being applied by a piston pushing down 

on argon atoms. The graphene membrane size and the pore size were systematically studied. 

For pristine membranes, it was observed that the critical pressure decreases with increasing 

sheet size, starting at 118.6 GPa and decreasing to 4.3 GPa for membrane diameters of 2.7 nm 

and 19.9 nm, respectively. As expected, the critical pressure further drops with the introduction 

of pores in the membrane – the shape of the hole also having an effect on the strength of the 

graphene sheet. Preliminary work looking into multiple pores shows that the presence of 

multiple pores does not have a much larger impact when compared to the presence of a single 

pore of the same size. 
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In a more extensive approach, Cohen-Tanugi and Grossman [222] investigated the mechanical 

properties of nanoporous graphene membranes under a water pressure via molecular dynamics 

simulations and continuum fracture mechanics. The authors conclude that the mechanical 

integrity of such membranes depends on the size of the substrate pores, with larger pores 

reducing the critical pressure under which the membrane fails. Relationships between the pore 

radius, pore separation and porosity, and fracture stress, elastic modulus and Poisson's ratio 

were established, interestingly claiming that some increase in graphene porosity might increase 

the critical maximum pressure. 

Molecular dynamics simulations of graphene with 2 nm nanopores under tensile loading 

revealed that a single 2 nm nanopore drastically reduces the fracture stress and fracture strain 

by 36% and 45%, respectively [164]. Furthermore, the fracture properties are not much further 

affected with the addition of up to 5% single vacancy defects in the vicinity of the 2 nm 

nanopore. The mechanical properties significantly deteriorate with the addition of single 

vacancy defect densities higher than 5%. 

Molecular dynamics simulations of graphene with periodic circular nanopores creating a 

‘nanomesh’ under nanoindentation have been recently carried out [165]. With the pore centre-

to-centre distance kept constant, the authors found that the elastic modulus decreases with an 

increase in pore size [165]. 

2.5.4 SUMMARY 
The potential use of nanoporous graphene for filtration or desalination applications is evident 

from the literature outlined in this section. Section 2.5.1 presented some of the experimental 

studies and computer simulations conducted to investigate the filtering abilities of defective or 

nanoporous graphene. In order to render the graphene membrane permeable, some defects or 

nanopores need to be introduced. The effects of smaller crystalline defects and larger nanopores 

on the mechanical properties of graphene are discussed in Section 2.5.2 and Section 2.5.3, 

respectively. As will be further highlighted at the end of this chapter, in Section 2.6, more work 

needs to be done when it comes to investigating the mechanical limitations of nanoporous 

graphene membranes.  
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2.6 CONCLUSIONS 
Expectedly, since its first successful isolation in 2004, scientific communities from diverse 

fields of research have embarked on exploring graphene and its potential use in a myriad of 

applications. As mentioned in Chapter 1, initial studies found that graphene exhibits a wide 

variety of exceptional material behaviours – from excellent electrical and thermal 

conductivities, and chemical and thermal robustness, to the possibility of tailoring the same 

material properties by modifying the graphene molecular structure. The allure of graphene is 

further fortified by its exceptionally stable atomic thickness and a complementary set of 

remarkable mechanical properties. This literature review has highlighted some of the emerging 

fields of research concerning graphene’s mechanical properties.  

As necessary to initiate any experimentation on graphene, the first section of this review 

presented some of the most commonly adopted synthesis methods to produce this nanomaterial. 

In this review, mechanical exfoliation of graphite and chemical vapour deposition to grow 

single-layer graphene were presented. As the first method used by Novoselov and Geim to 

produce graphene, mechanical exfoliation remains the synthesis method which is repeatedly 

used for laboratory-scale research. Irrespective of its simplicity, mechanical exfoliation is well 

able to produce high quality graphene – albeit with small yields. As expected from an almost 

entirely manual process, this technique is heavily dependent on the skill and experience of the 

researcher to exfoliate the graphitic flakes down to single layer, and subsequently find the few 

SLG amongst the more plentiful MLG and graphitic flakes. On the other hand, advances in 

chemical vapour deposition, some of which highlighted in this review, allow for the synthesis 

of large-scale single-layer graphene sheets. Ongoing studies are aiming towards mass-

production of defect-free CVD-grown graphene with substantial control on the nature and 

density of the grain boundaries which often plague the grown graphene. Methods of 

transferring the CVD-grown graphene from the copper foil substrate to the desired substrate 

for subsequent experimentation have also been explored to some extent. To this end, further 

systematic experimentation is required to establish a reliable method such that the graphene’s 

quality is preserved and no additional morphological or topographical defects are introduced.  

While structural defects are often undesirable in most applications since they tend to 

detrimentally affect the otherwise exceptional properties of graphene, understanding their role 

may be crucial for a number of other applications. This review revealed some of the techniques 

which have been explored to actively introduce defects in the graphene, mostly involving 
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exposing the graphene to incident energetic particles. It is believed that this field of research is 

still in its infancy wherein several other techniques and types of energetic particles can 

potentially be used to introduce such defects, with each methodology offering different degrees 

of control and efficiency. It was shown that computer simulations are also enabling the 

understanding of the phenomena involved when an ion is incident on the graphene. These 

simulations have been found to complement well experimentation, especially in their ability to 

precisely control the nature and quantity of defects, and carefully assess their effect on the 

mechanical properties of graphene.  

Subsequent to synthesis, characterization of the produced graphene is essential to verify the 

presence and quality of the graphene yield. In this literature review, a few of the most 

commonly used characterization techniques were outlined, namely optical microscopy, 

scanning electron microscopy, Raman spectroscopy, and atomic force microscopy. Particular 

emphasis was placed on Raman spectroscopy which has been shown to confirm the presence 

of graphene and its crystalline quality. In fact, developments in Raman spectroscopy have 

allowed the quantification of the density of defects in the graphene, and is therefore an 

indispensable technique when investigating the effects of defects on the mechanical properties 

of graphene.  

A brief review on the use of atomic force microscopy to image the topography and morphology 

of the prepared graphene sheets preceded a detailed account on the use of AFM to measure the 

mechanical properties of graphene. This review aims at acknowledging the numerous studies 

which indent graphene membranes using the AFM probe to measure the elastic modulus, 

fracture strength, and fracture strain of graphene. While most experimental studies claim that 

the measured mechanical properties are in agreement with the established values, this review 

highlighted the different methods adopted by such research groups which led to differences in 

the results obtained. Furthermore, the rationale behind the choice of one experimental variant 

of the method in place of another is not often clear in the published literature reports. For 

instance, the rationale behind the choice of the AFM cantilever’s spring constant used is not 

always evident, and to the best of our knowledge, the effect of the cantilever’s spring constant 

on the results has not been investigated systematically yet. Similarly, no guidelines have been 

established regarding the depth to which graphene membranes should be indented to reliably 

measure the correct elastic modulus. 
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The overview of the AFM nanoindentation computer simulations given in this review further 

highlights the changes in the measured mechanical properties exhibited upon loading the 

graphene membrane under different conditions. This disputes the claim made by some 

experimental reports that their measurements are necessarily in agreement with other 

experimental work. 

As mentioned in the above, the use of molecular dynamics simulations to model graphene and 

its mechanical behaviour under various conditions can be invaluable to support experimental 

work. However, the limited length-scales for computationally feasible simulations compared 

to the relatively larger systems in experimental work tends to limit the ability to directly 

compare the results across both domains. This limitation is particularly problematic since 

graphene, like most other nanomaterials, was shown to exhibit size-dependency. 

2.7 RESEARCH QUESTIONS AND OBJECTIVES 
As described in Chapter 1, the principal objective of this research work is to investigate the 

mechanical behaviour of graphene using both atomic force microscopy and molecular 

dynamics simulations. The following research questions will be addressed. 

Research Question 1 

To what extent can nanoindentation via atomic force microscopy be used to 

accurately and repeatably measure the elastic modulus, fracture stress, and 

fracture strain of freely-suspended graphene membranes? 

In the absence of standardized testing protocols, minor variations in the quality of the graphene 

samples produced, and the differences in the AFM set-up, probes and indentation methods may 

cause variations in the measured mechanical properties. As such, the first aim of this study is 

to understand the extent of such variations and thereby the applicability of the use of 

nanoindentation via atomic force microscopy to measure the elastic modulus of graphene. 

Research Question 2 

How does the introduction of defects in graphene affect its elastic modulus? 

The type, energy, and dose of energetic particles used to bombard graphene is expected to 

determine the type and density of defects created within the graphene. The second aim of this 

study is therefore to analyse the effect of such defects on the elastic modulus of graphene. 
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Research Question 3 

Can molecular dynamic simulations adequately simulate the mechanical 

behaviour of graphene under nanoindentation? 

The selected potential functions and system conditions for the molecular dynamics simulations 

are expected to affect the results obtained. The third aim of this study is to test the ability of 

molecular dynamics simulations to reproduce the mechanical behaviour of graphene under 

nanoindentation, and thereby support the experimental results obtained. 

2.7.1 OBJECTIVES 
In order to address the abovementioned research questions, the following specific objectives 

need to be achieved. 

1. To prepare freely-suspended graphene membranes and subsequently characterise the 

samples produced.  

The first objective in this research work dealing with experimental testing of graphene requires 

the successful imaging and characterization of graphene samples using optical microscopy, 

scanning electron microscopy, atomic force microscopy, and Raman spectroscopy. The aim is 

to establish the best practices and parameters for such characterization methods to enable 

further studies to take place on the graphene samples. 

Different graphene synthesis routes are to be explored and the simplest and effective used. The 

first method to be adopted to produce graphene is through mechanical exfoliation of HOPG 

graphite using the Scotch tape technique as it is reportedly the most economic route while 

producing monolayer graphene samples of high crystalline quality. The use of CVD-grown 

graphene will also be explored. 

The measurement of the elastic modulus through force-displacement curves necessitates 

nanoindentation on suspended single-layer and multi-layer graphene membranes. Thus, 

following the successful production of graphene, a suitable robust technique for the deposition 

of the graphene samples on the desired substrates needs to be established. Graphene needs to 

be deposited on various porous substrates, some of which are not commercially available and 

need to be prepared in-house. The use of commercial silicon nitride microsieves can also be 

investigated, possibly resulting in a more economical, reliable and effective substrate as a 
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supporting structure for graphene membranes. This is a significant step forward towards the 

achievement of graphene-based filtration and desalination membranes. 

2. To establish a method to calibrate the AFM, and post-process the acquired force-distance 

curves.  

3. To compare the elastic modulus of different graphene samples using different AFM probes 

and AFM indentation parameters.  

4. To experimentally introduce defects in graphene and subsequently analyse any changes in 

the elastic modulus.  

The use of ion irradiation for the creation of controlled defects will be explored. The treated 

graphene samples are then characterised and nanoindented to correlate the measured 

mechanical rigidity to that found for as-deposited or pristine graphene. 

5. To use molecular dynamics simulations to measure the elastic modulus of graphene.  

Different potential functions and simulation platforms will be used to allow for comparison of 

the results. The adopted graphene models are to be validated under uniaxial tensile loading to 

confirm the mechanical behaviour of the graphene. The best model will be subsequently used 

to simulate nanoindentation and the results compared to those obtained experimentally.
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Chapter 3 SAMPLE PREPARATION 

3.1 INTRODUCTION  
The main aim of this work is to investigate the mechanical properties of graphene. In order to 

proceed with the experimental work, particularly the indentation of graphene membranes, the 

first set of objectives included the preparation of the graphene samples that allow such 

indentation studies to be carried out. Concurrently, the characterisation methods that can be 

used to confirm the presence of graphene and determine the quality of the samples prepared 

were established. 

In this work, graphene was initially synthesised via mechanical exfoliation from a highly 

ordered pyrolytic graphite (HOPG) crystal. Due to the limitations imposed by the mechanical 

exfoliation technique, the use of graphene grown via chemical vapour deposition (CVD-grown 

graphene) was also investigated.  

For indentation studies of very thin materials using AFM, it is ideal to have a freely suspended 

layer of material in order to be able to accurately differentiate between the properties of the 

thin layer – in this case graphene – and those of the substrate. In order to be able to physically 

handle the material and allow for subsequent indentations, the graphene needs to be suspended 

over a hole to create a drum-like membrane, as schematically shown in Figure 3.1.  

To allow for the preparation of the drum-like membrane structures, the suitability of three 

different substrates was investigated. Each substrate explored offered different hole sizes, hole 

distributions, surface flatness, and degrees of rigidity and robustness of the entire sample. A 

novel substrate with wells fabricated into its surface, denoted as ‘Patterned PAA/Si Substrate’ 

Figure 3.1: (a) Schematic representation of graphene on a perforated substrate to create a drum-like membrane. 

(b) Cross-sectional view of the graphene membrane. 
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was initially prepared. The suitability of commercially available TEM Quantifoil® grids and 

silicon nitride microsieves to act as the perforated substrates was also considered. Table 3.1 

lists the materials sourced for the preparation of the graphene samples and/or substrates. The 

graphene-substrate combinations studied and discussed in this chapter are listed in Table 3.2.  

Table 3.1: The materials used for the preparation of the graphene samples and/or substrates. 

Graphene Source and/or 
Substrate As-received Materials 

Mechanically Exfoliated 
Graphene 

Highly ordered pyrolytic graphite (HOPG)  
(Agar Scientific Ltd., Essex, UK) 

Polydimethylsiloxane (PDMS) Sylgard 184 Silicone Elastomer Kit  
(Dow Corning, Michigan, USA) 

Patterned PAA/Si Substrate 

Silicon wafer Si(100) (ITME, Warsaw, Poland) 

Poly(diallyldimethylammonium chloride) (PDDA) 

Carboxylate-modified polystyrene (PS) microbeads 
(Polysciences Europe GmbH, Hirschberg an der Bergstraße, Germany) 

Polycyclic acid (PAA) 

CVD-Grown Graphene on 
SiO2/Si Wafer 

CVD-grown single-layer graphene on SiO2/Si substrates 
(Nano Carbon Sp. z o.o., Warsaw, Poland) 

CVD-Grown Graphene on TEM 
Quantifoil® Grid 

Suspended Monolayer Graphene on Quantifoil® TEM grids 
(Agar Scientific Ltd., Essex, UK) 

‘Easy Transfer’ CVD-Grown 
Graphene 

Easy Transfer: Monolayer Graphene on Polymer Film 
(Graphenea Semiconductor SLU, San Sebastián, Spain) 

Silicon Nitride Microsieve 
High-Porosity Silicon Nitride Microsieves 
(Aquamarijn Micro Filtration BV, Zutphen, The Netherlands) 

Table 3.2: The graphene-substrate combinations investigated. 

Graphene Source Substrate 

Mechanically Exfoliated Graphene Patterned PAA/Si Substrate 

CVD-Grown Graphene 
SiO2/Si Wafer 

TEM Quantifoil® Grid 

‘Easy Transfer’ CVD-Grown Graphene 
Patterned PAA/Si Substrate 

Silicon Nitride Microsieve 
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For each graphene sample prepared, a number of characterisation techniques were used to 

confirm the deposition of graphene as well as to assess the morphological and crystalline 

quality of the graphene produced. For such purpose, optical and electron microscopy, Raman 

spectroscopy, and atomic force microscopy were used. 

In this chapter, a brief overview of the technical specifications of the characterization 

techniques used and the accompanying methodology adopted is first given in Section 3.2. 

Section 3.3 presents the methodology implemented for the mechanical exfoliation of graphene 

together with the characterisation results of the prepared samples. Similarly, the use of CVD-

grown graphene is explored in Section 3.4. 

3.2 CHARACTERIZATION METHODOLOGY 
Several characterization techniques were employed in order to assess and study the graphene 

samples after their preparation. Optical microscopy was first used for preliminary imaging and 

identification of possible areas of few or single-layer graphene. Atomic force microscopy 

(AFM) allowed for a more detailed analysis of the topography of the graphene membranes. 

The use of Raman spectroscopy verified the presence of graphene and its crystalline quality 

and thickness, and finally, scanning electron microscopy (SEM) was used for higher 

magnification imaging. AFM was also used for the study of the mechanical properties via 

force-distance curves. This will be discussed in detail in Chapter 4. 

In this section, a brief outline of the methodology employed for the characterization techniques 

used throughout this work is presented. 

3.2.1 OPTICAL MICROSCOPY 
Preliminary characterization of the prepared substrates and samples was carried out by an 

optical microscope. The optical microscope used for the majority of the work was a Nikon 

Optiphot-100 employing a tungsten filament lamp as its light source and Nikon CF Plan ∞/0 

BD D/C lenses, a Leica DFC295 (Leica Microsystems Ltd.) camera, and a NCB11 colour 

conversion filter.  

3.2.2 ATOMIC FORCE MICROSCOPY (AFM) 
Following optical microscopy, the graphene samples were imaged using static contact mode 

AFM at a chamber pressure of around 3×10-9 mbar. In order to locate a particular feature area, 
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the prepared sample, or a specific graphene flake with the AFM probe (as in Section 3.3.4.2), 

an imaging system integrated within the Integrated Characterization Facility (ICF) was used. 

The camera (DMK 41AU02 Monochrome Camera, The Imaging Source Europe GmbH, 

Germany) together with two lens extenders with each doubling the focal length (EX2C, 

Computar, US) integrated within the ICF was used to view the sample. A fine ink mark which 

could be located by the imaging system was placed in the vicinity of the feature to be imaged 

to aid the positioning of the AFM probe over the area of interest. The AFM probe was scanned 

to identify the area of interest, however, the maximum area that the AFM can scan at any one 

time is 6 × 6 µm in size, with each scan taking more than 10 minutes. This necessitated the 

imaging of various locations in and around the broad region located under low magnification 

via optical imaging until one or more reference features were identified and used to locate the 

AFM probe more accurately.  

3.2.3 RAMAN SPECTROSCOPY 
The graphene samples prepared were analysed via Raman spectroscopy. By analysing the 

spectra generated by Raman spectroscopy, a number of important characteristics could be 

determined, particularly the number of layers present in the graphene/multi-layer graphene 

sample [122, 123, 223], and the amount of defects or crystalline disorder present in the crystal 

lattice [57, 80, 123, 127]. Throughout this study, two Raman spectroscopes were used; a Witec 

Alpha300 at an excitation wavelength of 633 nm (1.9587 eV), using a 60x objective, and a 

600 g/mm grating, and a Horiba Xplora Plus with an excitation wavelength of 532 nm, using a 

50x or 100x objective, and a 1200 g/mm grating. 

The following is an overview of the methods used to obtain the Raman spectra from the 

graphene samples and the required post-processing of the data to allow for numerical analysis. 

A comparison of the spectra obtained with the use of both excitation wavelengths is presented 

in Section 3.3.4.3. 

For each graphene sample analysed, both single spectra and 2D spectral maps were gathered. 

For the single spectra, an integration time of 10 seconds was used for a total of 10 

accumulations using the 633 nm excitation wavelength, and an integration time of 3 seconds 

for 3 accumulations using the 532 nm excitation wavelength. For the 2D spectral maps, the 

633 nm excitation wavelength was used with an integration time of 5 seconds and an 

acquisition step size varying from 0.1 to 0.5 µm. For each map, sets of ten consecutive spectra 

obtained from circular areas of freely suspended graphene (i.e. graphene membranes), and 
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hence those featuring minimal substrate-generated background noise, were selected and 

averaged. 

In order to eliminate background noise caused by fluorescence of the substrate, a 2nd order 

polynomial for supported graphene (i.e. where the graphene is in direct contact with the 

substrate), or a 3rd order polynomial for suspended graphene (graphene membrane), was fitted 

using the modified polyfit method outlined in [224] after manually removing sporadic spikes 

associated with cosmic rays from the raw spectra. An additional weighting function was added 

to the fitting procedure to improve the polynomial fit and better represent the less-active 

regions, namely < 1000 cm-1, between 1600 cm-1 and 2500 cm-1, and > 2750 cm-1. A script was 

developed using Matlab (The MathWorks Inc., MA, USA) to process all the Raman spectra 

efficiently. The script used is available in Appendix A. 

After background subtraction, the Peak Analyzer function in OriginPro 9.0.0 software was used 

to fit the peaks in the Raman spectra. The majority of the fits had a χ2 value smaller than 3×10-3 

and an adjusted R2 value larger than 0.9. For clarity, the peak Position or frequency, Intensity, 

Full width at half maximum (FWHM), and integrated Area will be denoted by P, I, F, and A, 

respectively, while subscripts indicate the peak i.e. D, G or 2D. 

3.2.4 SCANNING ELECTRON MICROSCOPY 
Field emission scanning electron microscopy (SEM) (Carl Zeiss Merlin Gemini, Jena, 

Germany) was used to study the topography and morphology of the substrates and the graphene 

samples. Accelerating voltages of 1.5 to 5 kV, probe currents of ~80 pA and a working distance 

of 3 to 7 mm were used throughout the study. Both an Everhart Thornley secondary electron 

detector (SE2) and an Inlens secondary electron detector (Inlens) were used. With the use of 

the conventional SE2 detector, information from the subsurface of the sample in the form of 

both secondary electrons as well as some backscattered electrons is often detected and imaged. 

On the other hand, the configuration of the Inlens detector allows that only the surface features 

are imaged. As such, the Inlens detector is capable of imaging surface features that are 

otherwise invisible to the SE2 detector [225].  

3.3 MECHANICALLY EXFOLIATED GRAPHENE 
The use of mechanically exfoliated graphene was initially investigated in view of the fact that 

such graphene tends to contain minimal to no defects within its structure. For in-house 
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mechanical exfoliation and subsequent deposition of graphene, a suitable substrate which 

would allow the graphene to form suspended membranes needed to be prepared. The procedure 

is explained in Section 3.3.1. The preparation for the transfer medium used for the exfoliation 

process is outlined in Section 3.3.2, while the actual exfoliation and deposition process is 

described in Section 3.3.3. The characterisation results and observations made on the suitability 

of mechanical exfoliation for the scope of this study are presented in Section 3.3.4 and 

Section 3.3.5, respectively. 

3.3.1 PREPARATION OF PATTERNED PAA/SI SUBSTRATE  
Graphene is often deposited on a layer of SiO2 which has been thermally grown on silicon to 

an approximate thickness of 300 nm. This is done to improve the optical visibility of the 

graphene flakes and hence facilitate their detection. In this work, Si wafers were also selected 

as the primary substrates due to their high degree of flatness and robustness. The fabrication of 

circular holes cut into the substrate were necessary such that the graphene membranes could 

then be suspended atop these ‘wells’. In order to do this, a novel approach was developed. This 

method allowed for the preparation of a high density of well-dispersed, sharply-defined, 

circular holes in the substrate. 

The procedure adopted to prepare a suitable substrate onto which mechanically exfoliated 

graphene or the CVD-grown graphene can be deposited forming drum-like graphene 

membranes is illustrated in Figure 3.2. 

 

Figure 3.2: Schematic of the procedure for the fabrication of holey PAA/Si substrate. (a) Oxygen plasma cleaning 

of the Si wafer, (b) deposition of a PDDA layer, (c) deposition of the polystyrene (PS) microbeads, (d) annealing 

of microbeads, (e) deposition of the PAA layer, and (f) the dissolution of the annealed PS beads in toluene. 
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A silicon wafer (Si(100) supplied by ITME, Warsaw, Poland) was first washed with ethanol, 

then water and finally dried under a stream of nitrogen. To further clean and activate the 

surface, the Si wafer was put in an inductively coupled oxygen plasma operated at 140 W at a 

working pressure of 0.0133 mbar and an O2 flow rate of 25 SCCM for 5 minutes (Figure 

3.2 (a)). Following this, the surface-activated silicon wafer was incubated for 20 minutes in a 

Poly(diallyldimethylammonium chloride) (PDDA) 2% solution in purified water for the self-

assembly deposition of the positively charged PDDA polyelectrolyte layer [226] (Figure 3.2 

(b)), after which it was thoroughly rinsed with purified water and dried under nitrogen flow.  

Carboxylate-modified polystyrene (PS) microbeads with a 1 µm diameter (Polysciences 

Europe GmbH, Hirschberg an der Bergstraße, Germany) were used to create a mask for the 

holes. The PDDA/Si wafer was incubated in a suspension of the PS microbeads diluted to a 

1/100 solution of purified water for 25 minutes to allow the deposition of an even layer of 

randomly distributed and well-separated PS beads onto the PDDA/Si surface, as shown in 

Figure 3.2 (c). Following rinsing in purified water and drying under a nitrogen stream, the 

sample was annealed at a temperature of 100°C on a hot-plate for 2 minutes. This partially 

melted the PS beads into semi-spherical domes on the surface, as shown schematically in 

Figure 3.2 (d). The final layer of plasma-polymerized polycyclic acid (PAA) with a thickness 

of approximately 120 nm was deposited at a bias power of 400 W for 10 minutes onto the 

modified substrate and around the annealed beads [226] (Figure 3.2 (e)). Acrylic acid was used 

as the precursor gas at a pressure of 21.3 mbar. Finally, the PS microbeads were dissolved by 

ultrasonication in toluene for approximately 120 minutes.  

Just before use, the PAA/Si substrate was diced into 1 cm × 1 cm sections, rinsed with isopropyl 

alcohol (IPA) and deionized water, and dried under a nitrogen stream. 

3.3.1.1 Results 

Figure 3.3 shows a series of micrographs representing the fabrication of the patterned PAA/Si 

substrate at various stages of the procedure. Figure 3.3 (a) shows the deposited PS beads over 

the PDDA-modified Si wafer. During preliminary experimentation, the pH of the PS 

suspension applied to the PDDA surface-modified silicon was varied, however, it was 

concluded that the optimal surface coverage of the surface with the PS beads with minimal 

agglomeration was obtained with a neutral pH of 7. The PDDA layer was also noted to improve 

the adhesion of the PAA layer to the silicon substrate. 
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Figure 3.3: Micrographs showing the various stages of the PAA/Si substrate fabrication. (a) Deposition of PS 

beads on PDDA-modified silicon wafer. (b) PS beads after annealing at 100°C for 2 minutes. (c) The sample after 

PAA deposition and 5 minutes of ultrasonication in toluene. (d) The sample after 120 minutes of ultrasonication 

in toluene. (e) A typical circular hole. (f) Optical micrograph of the final PAA/Si substrate. 

Figure 3.3 (b) shows a micrograph of the molten PS beads following annealing at 100°C for 

2 minutes to create dome-like structures. These process parameters were determined following 

a series of experiments utilising various annealing temperatures and times. A duration of 

2 minutes at 100°C was found to be optimal as the PS beads form dome-like structures without 

over-melting. 

Figure 3.3 (c) displays the sample after the deposition of the PAA and following a 5-minute 

ultrasonication in toluene. This shows that after only 5 minutes of ultrasonication, not all the 

PS beads have been removed. It was determined that ultrasonication in toluene at room 

temperature for a total of 120 minutes was needed to fully lift off the PS microbeads without 

damaging the rest of the deposited PAA layer, as shown in Figure 3.3 (d).  

Ultimately, the removal of the PS beads created well-dispersed, abundant, and well-defined, 

circular holes of approximately 1.2 µm in diameter, as shown in Figure 3.3 (e). This was 

confirmed via optical microscopy, which served to document the appearance of the patterned 

holes in the PAA/Si substrates, as shown in Figure 3.3 (f). The PAA/Si substrate was rinsed in 

deionized water before storing, and rinsed in IPA and deionized water just before use. 
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Figure 3.4: (a) A 3D AFM topography micrograph of a typical hole in the PAA/Si substrate. (b) A section view of 

the sample through the hole as depicted by the black line in (a). 

 

Figure 3.5: Typical Raman spectra obtained from the PAA/Si substrate using (a) 532 nm, and (b) 633 nm 

excitation wavelengths. The red curves denoted as ‘Back. Sub.’ refer to the background subtracted data.  

Atomic force microscopy was used in static contact mode to map the topography of the 

resulting holes with higher accuracy and resolution. Figure 3.4 shows a height image displayed 

in 3D (Figure 3.4 (a)) obtained using an ArrowTM Force Modulation Mode (FM50) AFM probe 

by NanoWorld AG. Figure 3.4 (b) shows a cross-sectional view of the representative hole 

having a diameter of around 1.2 µm and depth of around 100 nm. This hole geometry was 

deemed to be suitable for the purpose of this work. 

Raman spectra of the resulting PAA/Si substrate obtained using both the 532 nm and 633 nm 

excitation wavelengths are shown in Figure 3.5. The PAA/Si material was observed to 

fluoresce more under the 532 nm wavelength. Nonetheless, an appropriate polynomial baseline 

was fitted and subsequently subtracted from both spectra, denoted by ‘Back. Sub.’ in Figure 
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3.5. These were then used during the analysis of the Raman spectra obtained from the graphene 

deposited on the PAA/Si substrate. 

3.3.2 PREPARATION OF THE PDMS STAMP 
For the exfoliation process, a polydimethylsiloxane (PDMS) stamp was fabricated. Sylgard 

184 Silicone Elastomer Kit supplied by Dow Corning, Michigan, USA was used with a weight 

ratio of 10:1. The mixture was thoroughly mixed and poured into 2 cm × 2 cm styrene 

containers to a thickness of around 5 mm. The mixture was lightly tapped against a hard surface 

and left to stand for around 30 minutes to remove all the air bubbles trapped during mixing. 

The mixture was then cured at 60°C for 4 hours. 

Before use, the stamps were cut in half to produce two 1 cm × 2 cm stamps and cleaned via 

ultrasonication in an acetone bath at a temperature of 60°C for 12 minutes. The stamps were 

rinsed in acetone and dried under nitrogen flow just before use. The stamps were re-used a 

number of times with cleaning in between uses until progressive degradation of surface 

adhesion necessitated replacement. 

3.3.3 MECHANICAL EXFOLIATION AND DEPOSITION 
The procedure adopted to mechanically exfoliate and deposit graphene membranes over the 

prepared PAA/Si substrate is illustrated in Figure 3.6 and explained hereunder.  

A 10 mm × 10 mm × 2 mm HOPG with a mosaic angle of 3.5° ± 1.5° supplied by Agar 

Scientific Ltd., Essex, UK was used as the precursor of the graphene. The HOPG was freshly 

cleaved using Scotch® MagicTM tape (Figure 3.6 (a)), subsequently pressed onto and finally 

lifted off from the flat side of one of the PDMS stamps to deposit a smaller graphitic flake, as 

shown in Figure 3.6 (b). The second clean PDMS stamp was subsequently pressed onto and 

quickly separated from the graphite-loaded PDMS stamp for a number of times until a light 

grey film was observed on the surface of both stamps, as illustrated in Figure 3.6 (c). This 

process exfoliated the graphite flake into thinner graphene flakes. 

Once a light grey film could be seen on the PDMS stamps, these were pressed gently onto the 

freshly-cleaned PAA/Si substrates and left overnight under a load of ~300 g (Figure 3.6 (d)). 

After 24 hours, the PDMS stamps were gently removed from the substrates to reveal that some 

of the graphene flakes have been deposited from the PDMS surface to the substrate, as shown 

in Figure 3.6 (e).  
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3.3.4 RESULTS 

3.3.4.1 Optical Microscopy 

Optical microscopy was first used in order to identify areas of high graphene yield. Since 

different graphene thicknesses exhibit different optical properties when supported on a 

substrate [6, 69, 119], the colour of each graphitic/graphene flake was also used to identify 

thinner flakes which could be subsequently characterized using AFM. This technique also 

allowed for the determination of whether a particular flake was too thick to be considered as 

multi-layer graphene. Optical microscopy was also used to identify and document the thinner 

graphene flakes which appear to cover the holes in the substrate – hence creating the desired 

circular graphene membranes.  

Figure 3.7 shows typical optical micrographs of mechanically exfoliated graphene deposited 

on the patterned PAA/Si substrate. The images show no residue or other contaminants which 

can be attributed to the use of the PDMS stamp for exfoliation and subsequent deposition of 

the graphitic flakes on the substrate. This contrasts with the result of similar deposition 

methodologies when using an adhesive tape such as Scotch® MagicTM tape [62, 71, 131]. The 

micrograph shown in Figure 3.7 (a) exhibits the typical yield within a given area. While the 

procedure for the manual exfoliation process has been improved and optimized in previous 

preliminary work, one can still note the presence of numerous flakes with varying thicknesses 

Figure 3.6: Schematic of the procedure for the mechanical exfoliation and deposition of graphene membranes on 

the PAA/Si substrates. (a) Cleaving of the HOPG, (b) deposition of a smaller graphite flake onto one of the PDMS 

stamps, (c) mechanical exfoliation of the graphite flake between two PDMS stamps, (d) loading of the graphene-

loaded PDMS stamp onto the PAA/Si substrate, (e) final deposition of graphene membranes on the substrate after 

removal of the PDMS stamp. 
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and lateral dimensions. The progression of the colour of the flake with respect to its thickness 

is evident in Figure 3.7 (b), which shows four different flakes with different colours and thus 

thicknesses. On such a blue substrate, the thinner graphene sheets, such as Flake A in Figure 

3.7 (b), are nearly invisible with the flakes taking on a whitish hue with increasing thickness. 

Thicker flakes thus appear to be paler blue to white in colour, as in Flakes X, Y and Z, 

respectively. As the thickness of the graphitic flakes is further increased, the flakes start to 

appear increasingly opaque and their colour varying from yellow, brown and finally grey. This 

further thickness-to-colour progression can be seen in Flakes Y and Z whereby the flakes have 

folded on themselves (as indicated by the dashed arrows) to create thicker graphitic areas which 

appear yellow to brown. For the purpose of this study, the palest flakes were identified for 

further analysis, with the ratio of such promising thin flakes to the rest of the flakes being rather 

low.  

With regards to lateral dimensions, while the largest flakes can be up to 50 to 60 µm across, 

such large flakes also tend to be thicker flakes, and as such unsuitable for further analysis. On 

the other hand, the thinner flakes had typical lateral dimensions of around 5 to 20 µm. This 

limited lateral size further reduced the probability of finding a thin flake which completely 

covers at least one hole from the substrate. Such an example is in fact Flake A (Figure 3.7 (b)) 

which was located just between the substrate holes, covering neither.  

Figure 3.8 presents optical micrographs of two other relatively thin as-deposited graphene 

flakes which have been observed to cover multiple holes from the PAA/Si substrate, hereon 

termed ‘Flake B’ in (a) and ‘Flake C’ in (b). 

For simplicity, the use of atomic force microscopy, Raman spectroscopy and scanning electron 

microscopy to analyse as-deposited mechanically exfoliated graphene will be discussed in 

relation to Flake A shown in Figure 3.7 (b), and Flake B and Flake C shown in Figure 3.8.   
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Figure 3.7: (a, b) Typical optical micrographs of mechanically exfoliated graphene flakes deposited on the 

patterned PAA/Si substrate. In (b), the solid arrows mark Flakes A, X, Y and Z, while the dashed arrows indicate 

folding of the flakes. 
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Figure 3.8: Optical micrographs of (a) Flake B and (b) Flake C. 

3.3.4.2 Atomic Force Microscopy 

Figure 3.9 (a) shows a height image obtained using static contact mode AFM of Flake A. As 

indicated by the 2D surface profiles (A and B) shown in Figure 3.9 (d), the flake is around 

5 nm in thickness. Furthermore, the flake appears to be laterally cleaved in two, with one half 

of the flake overlapping the other. Although individual scans, such as those shown in Figure 

3.9 (d), indicate that the portion of the flake just on top of the other appears to be thicker by 

around 1.5 nm, this discrepancy is not detected when considering the average height of each 

area (substrate, flake, and overlapping flakes) across multiple scans.  

Figure 3.9 (b) shows the frictional force micrograph of the same flake. A slight difference in 

friction force is detected between the substrate and the flake. Furthermore, the average root 

mean square (RMS) of the height data of the substrate representing the roughness of the sample 

and calculated using Equation 3.1, was measured to be around 3 nm, while that of the flake 

was measured to be less than 1.5 nm, when using an FM50 probe. 

 

𝑅𝑀𝑆 𝑅𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠 = [
𝑍1

2 + 𝑍2
2 + ⋯ + 𝑍𝑁

2

𝑁
]

1
2
 Equation 3.1 

where 𝑍𝑁 is the measured height from each data point 𝑁. The frictional force micrograph also 

highlights the edges and wrinkles of the flake. Finally, Figure 3.9 (c) shows the change in the 

normal force measured during scanning. The different textures of the substrate and the flake, 

the edges and wrinkles within the flakes, and other perturbations possibly caused by trapped 

debris are clearly highlighted with this image. 
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Figure 3.9: Static contact mode AFM (a) height, (b) frictional, and (c) normal force micrographs of Flake A. (d) 

Section views showing the 2D topographical profiles along line ‘A’ and line ‘B’ in (a). The direction of the section 

lines ‘A’ and ‘B’ shown in (a) is from left to right. 

Figure 3.10 presents a set of AFM height images of Flake B together with its optical micrograph 

for reference. Especially from the AFM images (Figure 3.10 (b)), various features are 

identifiable, such as the fact that the flake itself is multi-layered with areas having more or less 

layers, the presence of wrinkling within the flake, and the presence of folded areas. 

Furthermore, Flake B appears to completely cover a total of four holes, each of which being 

covered with an area of different thicknesses. For simplicity, the main different areas and holes 

are labelled from B1 to B6, and BH1 to BH4, respectively, Figure 3.10 (c). 
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Figure 3.10: (a) Optical micrograph and (b, c) collated AFM height image of Flake B for visualisation. (c) shows 

the various areas with different thicknesses labelled B1 to B6, and the covered holes labelled BH1 to BH4. 

Figure 3.11 to Figure 3.17 show various AFM height micrographs of different locations within 

Flake B, together with some cross-sectional views used to determine the thickness of the flake 

in the different locations labelled in Figure 3.10 (c). The approximate measured thicknesses at 

the different labelled locations are listed in Table 3.3. As evidenced by the presented cross-

sections, it can be noted that the thicknesses of the same locations within the flake as measured 
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by different cross-sections taken from different topographical maps vary by up to 2.5 nm. This 

is especially true for areas located at the middle of the flake, such as areas BH2 and BH3, which 

make it difficult to directly measure the thickness of the flake with respect to the substrate 

datum due to the limited scan size. Conversely, the measured thicknesses are much more 

accurate when multiple cross-sections of the same areas are taken such that the thickness is 

always measured with respect to the substrate datum, such as in Figure 3.17. 

Figure 3.11 particularly shows the membrane covering hole BH3, having a thickness of around 

32 nm. It can be noted that the membrane appears to be dipped inside the hole to around 65 nm 

at its middle. This can be attributed to the flake conforming to the surface and exhibiting some 

slack across the hole. Furthermore, these images were obtained in static contact mode, and 

hence the normal force setpoint of the AFM probe during imaging may cause the probe to 

indent the membrane at each data acquisition point. Nonetheless, Figure 3.12 shows BH2, BH3, 

and part of BH4 imaged during the same scan, and hence with the same normal force setpoint, 

concluding that the membrane at BH3 is in fact much more slack than the other two. 

Figure 3.14 and Figure 3.15 both show a particular wrinkle crossing area B1. From both cross-

sections, such wrinkle is around 9 to 13 nm higher than the surrounding flake. 
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Figure 3.11: (a) Static contact mode AFM height micrograph of Flake B showing areas B3 and B4, and hole BH3. 

(b) and (c) Section views showing the topographical height along the black line (A), blue line (B), red line (C), 

and green line (D) in (a), taken from left to right, or up to down. 

 

Figure 3.12: Static contact mode AFM height micrograph of Flake B showing areas B2 and B3, and holes BH2, 

BH3 and partial BH4. 
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Figure 3.13: (a) Static contact mode AFM height micrograph of Flake B showing area close to hole BH2 (just to 

the right of the image). (b) Section views showing the topographical height along the black line (A), and blue line 

(B) in (a), taken from left to right. 

 

Figure 3.14: (a) Static contact mode AFM height micrograph of Flake B showing hole BH1. (b) and (c) Section 

views showing the topographical height along the black line (A), blue line (B), and red line (C) in (a), taken from 

left to right. 
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Figure 3.15: (a) Static contact mode AFM height micrograph of Flake B showing hole BH1. (b) Section view 

showing the topographical height along the black line (A) in (a), taken from left to right. 

 

Figure 3.16: (a) Static contact mode AFM height micrograph of Flake B showing area B1. (b) Section views 

showing the topographical height along the black line (A), and blue line (B) in (a), taken from left to right, or up 

to down. 
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Figure 3.17: (a) Static contact mode AFM height micrograph of Flake B showing areas B2, B5 and B6, and hole 

BH4. (b) Section views showing the topographical height along the black line (A), blue line (B), red line (C), and 

green line (D) in (a), taken from left to right. 

Table 3.3: The approximate thickness of locations B1 to B6, and membranes covering holes BH1 to BH4, as 

measured by static contact mode AFM. Note that the stated thicknesses may vary by ± 2.5 nm. 

Location Approximate thickness (nm) Location Approximate thickness (nm) 

B1 32 BH1 32 

B2 47 BH2 40 

B3 7 BH3 32 

B4 14 BH4 47 

B5 11   

B6 30   

 

Flake C whose optical micrograph (Figure 3.8(b)) and static mode AFM micrographs are 

presented in Figure 3.18 and Figure 3.19 reveals similar characteristics to the previously 

studied flakes. The flake appears to be around 25 nm in thickness, with a thinner portion on the 

left side, as evident from the lighter colour in the optical micrograph (Figure 3.8 (b)). Flake C 

will be used in the experimentation and studies presented in Chapter 5. 
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Figure 3.18: (a) Static contact mode AFM height micrograph of Flake C. (b) Section view showing the 

topographical height along the black line (A), blue line (B), red line (C), and green line (D) in (a), taken from left 

to right. 

 

Figure 3.19: (a) Static contact mode AFM height micrograph of Flake C. (b) Section view showing the 

topographical height along the black line (A), blue line (B), and red line (C) in (a), taken from up to down. 

3.3.4.3 Raman Spectroscopy 

Figure 3.20 presents typical Raman spectra obtained from the mechanically exfoliated 

graphene flakes using both 532 nm and 633 nm excitation wavelengths. The raw spectra 

together with the baseline corrected spectra are presented to highlight the effect that the 

underlying PAA/Si substrate has on the results. In fact, it can be noted that the baseline is a 

reproduction of the raw spectra obtained from the clean PAA/Si substrate, while the 

characteristic peaks of graphene are simply superimposed on top of such baseline. As such, the 
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pronounced D peak in Figure 3.20 (a), which is in turn not present in Figure 3.20 (b) when 

using the 633 nm laser, may be the result of the band’s coincidence with one of the peaks 

present in the PAA/Si spectrum at around 1350 cm-1 (Figure 3.5 (a)).  

Once the baselines were subtracted from the respective spectra and the characteristic graphene 

D, G, and 2D peaks were fitted to Lorentzian peaks, several parameters such as their relative 

shift or position, P, their relative intensity, I, and their full width at half maximum (FWHM), 

F, could be analysed and compared. Such parameters obtained from the areas A1, A2, and A3 

within Flake A as marked in Figure 3.21 are recorded in Table 3.4 and Table 3.5. 

 

Figure 3.20: Typical Raman spectra obtained from mechanically exfoliated graphene flakes on PAA/Si substrate 

using (a) 532 nm, and (b) 633 nm excitation wavelength. In both cases, an appropriate baseline was fitted and 

subsequently subtracted from the raw data (Base. Sub. in legends). 

 

Figure 3.21: The locations labelled A1 to A3 from where the Raman spectra were obtained from Flake A. 
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Table 3.4: The relative shift (P) and the full width at half maximum (F) of the D, G, D+D'', 2D and 2D' peaks 

obtained from various locations in Flake A as shown in Figure 3.21.  

Location 
D Peak 
(cm-1) 

G Peak 
(cm-1) 

D+D'' Peak 
(cm-1) 

2D Peak 
(cm-1) 

2D' Peak 
(cm-1) 

P F P F P F P F P F 

53
2 

nm
 

A1 1349.7 28.0 1577.4 18.7 - - 2705.3 57.2 - - 

A3 1350.3 31.0 1577.3 17.5   - 2707.0 56.2 - - 

63
3 

nm
 A1 - - 1581.4 16.6 - - 2672.1 60.4 - - 

A2 1326.6 125.5 1581.2 17.6 2464.5 38.7 2673.2 62.0 3240.3 70.9 

A3 1327.9 107.0 1581.9 17.4 2463.3 27.0 2663.3 57.9 3239.2 133.2 

 

Table 3.5: The intensity (I) and width (F) ratios between the D and G peaks, and the 2D and G peaks obtained 

from various locations in Flake A as shown in Figure 3.21. 

Location ID/IG FD/FG I2D/IG F2D/FG 

53
2 

nm
 

A1 0.2 1.5 0.4 3.1 

A3 0.2 1.8 0.4 3.2 

63
3 

nm
 A1 - - 0.4 3.6 

A2 0.0 7.2 0.4 3.5 

A3 0.0 6.1 0.6 3.3 

 

The results presented here indicate that while there are no significant changes in the peak 

positions at the various locations, the use of different excitation wavelengths shifts the peak 

positions. For instance, while the D peak appears at around 1350 cm-1 using the 532 nm 

excitation wavelength, the same peak appears around 1327 cm-1 using the 633 nm excitation 

wavelength. A similar downshift is seen in the 2D peak, with its position being recorded at 

2706 cm-1 using the 532 nm excitation wavelength and around 2670 cm-1 using the 633 nm. 

Conversely, the G peak is upshifted from 1577 cm-1 to 1581 cm-1. Apart from the shape of the 

2D peak, the ratio between the intensity of the 2D peak and that of the G peak, I2D/IG, is also 

used to give an indication on the number of layers that the graphene has [37, 56, 123, 125]. In 

fact, using both lasers, this ratio was calculated to be around 0.4, signifying that the flake is 

multi-layered, further evidenced by the 5 nm thickness measured by the AFM. 
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The most significant peak that changed upon using different excitation wavelengths was the D 

peak, particularly its intensity relative to the G peak (ID/IG) and its FWHM. In fact, the D peak 

is relatively small to insignificant, with the ID/IG calculated to be around 0.03 when using the 

633 nm excitation wavelength, while the D peak is significantly more predominant with an 

ID/IG of around 0.16 using the 532 nm excitation wavelength. While the higher D peak with the 

532 nm excitation wavelength can be partly attributed to the coinciding peaks and hence a 

superimposition of their intensity of the underlying PAA/Si substrate, as explained earlier, 

another factor might be at play. As such, it is worthwhile to note that: 

• Using both excitation wavelengths, a 2D Raman map of the flake was obtained, and 

individual spectra, or an average of some of the spectra, were extracted from the 2D 

Raman spectra array.  

• A 10 × 10 µm area was scanned using the 633 nm excitation wavelength at a pixel 

resolution of 0.2 µm, while a 5 × 5 µm area was scanned using the 532 nm laser at a 

pixel resolution of 0.1 µm.  

• The power of the 633 nm excitation wavelength at the sample surface was set to around 

19 W/m2, while 1% of the full power of the 532 nm laser was used resulting to 0.5 mW 

at the sample surface with a spot size of 0.72 µm (1.23 × 109 W/m2).  

With these conditions, while the sample, especially the PAA/Si substrate, appears to be 

undamaged following Raman mapping using the 633 nm (as shown in Figure 3.7 (b)), damage 

was visible after mapping with the 532 nm, as shown in Figure 3.22. Thus, it can be concluded 

that the 532 nm excitation wavelength damaged the graphene flake.  

Therefore, while the 532 nm excitation wavelength could be used at the reduced laser power 

and by employing point spectra rather than 2D mapping to avoid prolonged laser exposure, the 

633 nm excitation wavelength at the reduced power was better suited for the majority of the 

work since this excitation wavelength did not significantly alter the graphene. Therefore, the 

633 nm excitation wavelength was mostly used throughout this work.  

Figure 3.23 shows the 2D Raman spectral intensity maps of Flake A obtained using the 633 nm 

excitation wavelength, with the brightness of each pixel corresponding to the intensity of the 

2D, G, and D peaks in (a), (b), and (c), respectively. Such maps aid the identification of 

particular areas which emit a different Raman spectrum. In fact, while the intensity of the G 

peak in Figure 3.23 (b) is more or less even throughout the flake, the 2D peak seems to be 

slightly more intense or broad in some areas towards the middle of the flake. These areas 
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correspond to some wrinkles and folding detected from the AFM height images. Notably, 

Figure 3.23 (c) shows that while the D peak is practically absent throughout the majority of the 

flake, its intensity is significant towards the middle part of the flake where a wrinkle is visible 

in the AFM height image (Figure 3.9), and also at the edges of the flake.  

Figure 3.24 shows the 2D Raman spectral intensity maps of Flake B as obtained using the 

633 nm excitation wavelength with a pixel resolution of 0.2 µm, with the brightness of each 

pixel corresponding to the intensity of the 2D, G, and D peaks in (a), (b), and (c), respectively. 

With a better pixel resolution than those obtained for Flake A, the spectral maps of the 2D and 

G peak intensities (Figure 3.24 (a) and (b)) further confirm that the peak parameters change 

Figure 3.22: Flake A after 2D Raman mapping using the 532 nm laser, clearly showing a damaged area as 

circled in white. 

Figure 3.23: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a) 2D, 

(b) G, and (c) D peaks of Flake A, at each pixel. 
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with the thickness of the flake. In fact, the various areas and holes labelled earlier are once 

again distinguishable, with thinner areas generally showing higher intensities – with the 

exception of the spectra obtained from the holes which is possibly a result of the higher 

background noise detected. What is particularly evident in the spectral map showing the 

intensity of the D peak (Figure 3.24 (c)) is that the D peak is significantly higher at the edges 

of the flake, and nearly absent throughout the rest of the flake, similar to reports by [125]. 

Figure 3.25 presents the averaged spectra obtained from the differently labelled areas and holes 

(Figure 3.10 (c)) before subtracting an appropriate baseline from each. These show that spectra 

acquired from thicker areas, such as B1, B2 and B6, have a lower background noise, as opposed 

to thinner areas (B3, B4 and B5). As such, it can be concluded that fewer layers of graphene 

allow the signal from the substrate to be recorded. Further analysis on the individual peaks was 

done after subtracting the baseline from the spectra.  

 

Figure 3.24: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a) 2D, 

(b) G, and (c) D peaks of Flake B, at each pixel.  

 

Figure 3.25: Averaged Raman spectra obtained from the areas within Flake B as labelled in Figure 3.10 (c) using 

the 633 nm excitation wavelength. The baseline is not subtracted in any of the presented spectra. 
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Figure 3.26 presents some of the peak parameters obtained against the thickness of the flake at 

a particular location or area. These results show that generally, the entire Raman spectrum is 

upshifted with an increase in the flake thickness; the D peak is upshifted by 7.5 cm-1, the G 

peak by just 0.5 cm-1, the D+D'' peak by up to 6.7 cm-1, the 2D peak by around 9 cm-1, and the 

2D' peak by around 2 cm-1, in agreement with [123, 125, 126]. This is coupled with a general 

decrease in peak intensity with an increase in thickness. The 2D peak has shown the most 

significant changes, with an increase in FWHM and peak area with increasing thickness. The 

I2D/IG and the F2D/FG, the former commonly used to determine the thickness of the graphene 

sheet being analysed, show a clear linear trend with the thickness, with both ratios decreasing 

from 0.4 to 0.33 and from 3.7 to 3.1, respectively. On the other hand, while the ID/IG increases 

slightly, the FD/FG decreases, meaning that, when present, the D peak appears to be sharper 

with increasing thickness. Furthermore, it was noted that the 2D peak does not truly have the 

lineshape of a single Lorentzian peak, as evidenced in Figure 3.27 which shows the evolution 

of the 2D peak with respect to flake thickness. Nevertheless, while the shape of the 2D peak 

changes with different measured thicknesses and hence the number of layers in the MLG flake, 

the shape of the band at each thickness is the same, confirming repeatability of results. 

The 2D Raman spectral intensity maps of Flake C as obtained using the 633 nm excitation 

wavelength with a pixel resolution of 0.2 µm, are shown in Figure 3.28. Similar observations 

can be made to those for Flake A and Flake B. 
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Figure 3.26: The peak position P, intensity I, width F, and area A, of the D, G, D+D'', 2D and 2D' bands, and the 

intensity and width ratios between the D and G bands (ID/IG, FD/FG), and the 2D and G bands (I2D/IG, F2D/FG) with 

an increasing flake thickness of Flake B. 
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Figure 3.27: The evolution of the 2D peak with an increase in flake thickness. 

 

Figure 3.28: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a) 2D, 

(b) G, and (c) D peaks of Flake C, at each pixel.  

3.3.4.4 Scanning Electron Microscopy (SEM) 

Figure 3.29 shows Flake A imaged via SEM; while (a) and (c) were obtained using the 

secondary electron detector, (b) and (d) were obtained using the Inlens detector. It can be noted 

that while the morphology of the graphene flakes with respect to the wrinkles and folds is 

particularly evident in the SE2 micrographs, Flake A which is around 5 nm thick, is barely 

detected (Figure 3.29 (a)). Conversely, Flake A is significantly more predominant in Figure 

3.29 (b) with the use of the Inlens detector. At higher magnifications (Figure 3.29 (c, d)), the 

damage imparted on the sample by the Raman laser can also be observed as lighter regions, 

especially directly on the PAA/SiO2 substrate just above Flake A.  

Figure 3.30 shows four scanning electron micrographs of Flake B. Such micrographs further 

reveal the different thicknesses across the entire flake and helps determine more accurately the 
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morphologies of the wrinkles and overlapping layers. The holes covered by the flake are also 

partially visible through the MLG, yet with less definition than those which are not covered. 

As such, in general, the SE2 detector was used to study the morphology of the graphene flakes 

since wrinkles and overlapping features are much more visible with such detector. On the other 

hand, the Inlens detector was capable of differentiating the individual graphene flakes based 

on their relative thickness to each other, with the thicker flakes appearing much brighter than 

the thinner flakes. Furthermore, while the thinner graphene flakes were barely visible with the 

SE2 detector, the Inlens detector offered better imaging capabilities for such thin flakes, 

especially those having a thickness less than around 5 nm. 

In order to mitigate potential damage by electron bombardment, imaging work with SEM was 

only conducted at the end of the characterisation cycle. 

Figure 3.29: Scanning electron micrographs of mechanically exfoliated graphene on the patterned PAA/SiO2 

substrate using a (a, c) secondary electron detector and (b, d) Inlens detector. In (a), Flake A is circled for 

reference. 
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Figure 3.30: Scanning electron micrographs of Flake B using the secondary electron detector. 

3.3.5 CONCLUDING REMARKS 
Graphene samples were prepared via mechanical exfoliation of HOPG and subsequently 

deposited on the patterned PAA/Si substrates. The results obtained demonstrate that graphene 

can be produced via mechanical exfoliation using only minimal tools including; (i) the HOPG 

as the graphitic precursor, (ii) the adhesive exfoliation and transfer medium, and (iii) the 

substrate. This made it possible to prepare graphene samples in-house. Furthermore, as 

evidenced by the very low to negligible D peak in the Raman spectra of the obtained graphene 

flakes, as shown in Figure 3.20 and Figure 3.25, mechanically exfoliated graphene tends to 

have good structural quality and low disorder in its crystalline lattice. Nonetheless, a few 

observations on the graphene samples produced in this work via mechanical exfoliation raise 

some concern on the suitability of this technique for the preparation of graphene membranes, 

as discussed below.  

1. The graphene flakes produced via mechanical exfoliation have limited lateral 

dimensions. As shown in the optical micrographs of Figure 3.7 and Figure 3.8, larger 
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flakes with lateral dimensions of up to 60 µm are significantly thick graphitic flakes, 

while thinner multi-layer graphene flakes are rarely larger than 20 µm. This limitation 

creates three major challenges for the scope of this research.  

i. For the hole or ‘well’ density patterned onto the substrate used, smaller flakes 

have a lower probability of entirely and securely covering a hole to create the 

required drum-like membranes.  

ii. Smaller flakes are much more difficult to locate with the AFM making the 

subsequent characterization and testing phases much more labour intensive. 

iii. For the graphene membranes to be used for filtration purposes, it would be 

highly desirable to have individual graphene flakes spanning across larger areas, 

i.e. covering significantly more holes. 

2. Since the successful mechanical exfoliation of graphite to single-layer graphene is 

highly dependent on manual repeated pressing and separation of the two PDMS stamps, 

little control can be achieved on the thickness of the final deposited flakes. In fact, the 

thinnest flakes that could be identified from the samples produced were still 

significantly thick; in excess of 5 nm as measured by AFM scans. The large I2D/IG ratios 

of around 0.4 in the Raman spectra of the thinner flakes further indicate the significant 

thickness compared to single-layer graphene (typical I2D/IG > 1 [37, 55, 122, 125]). 

Thus, multi-layer graphene was produced rather than single-layer graphene. 

3. The graphene flakes often demonstrate morphological defects including large wrinkles, 

folds and overlapping flakes (such as shown in Figure 3.7 (d) and Figure 3.9 (a, d)), 

which change the thickness and adhesion to the substrate within the same flake. 

4. The manual mechanical exfoliation technique used in this study resulted in a large 

variety of flakes having different thicknesses, lateral dimensions, and morphologies in 

terms of wrinkles and overlapping portions. The limited number of flakes of similar 

thickness that could be identified and located via AFM which also covered a ‘well’ and 

without any dominant wrinkles or structural defects within or in the vicinity of the 

membranes led to restrictions in the repeatability of the subsequent experiments. This 

will be discussed in Chapter 4. 

In order to address some of the limitations imposed by the mechanical exfoliation technique, 

other graphene synthesis routes were explored, as will be explained in Section 3.4. 



Chapter 3 – Sample Preparation 

103 

3.4 CHEMICAL VAPOUR DEPOSITION (CVD) GROWN 

GRAPHENE 
As discussed in the previous section, the mechanical exfoliation synthesis route proved to be 

challenging to obtain single-layer graphene with larger lateral dimensions. The latter was 

deemed to be more important should the produced graphene membranes be used in filtration 

devices. Chemical vapour deposition (CVD) was considered as a potentially suitable technique 

which may produce larger, single layer graphene flakes. Each graphene sample was 

characterized using a combination of optical microscopy, Raman spectroscopy, AFM, and 

SEM, as was done for the mechanically exfoliated graphene samples. 

3.4.1 SUPPORTED GRAPHENE ON SIO2/SI 
Initial familiarisation work was conducted on CVD-grown monolayer graphene pre-transferred 

on SiO2/Si. The CVD-grown single-layer graphene with a nominal thickness of 0.345 nm and 

grain size of 1 mm [227], transferred onto SiO2/Si substrates were supplied by Nano Carbon 

Sp. z o.o., Warsaw, Poland. 

Figure 3.31 (a) shows an optical micrograph of a representative area of the supported CVD 

graphene on SiO2/Si. Raman spectra using the 532 nm excitation wavelength obtained from 

the areas labelled A1 to A4 are presented in Figure 3.31 (b, c) and the associated peak 

parameters are listed in Table 3.6 and Table 3.7. Figure 3.32 shows scanning electron 

micrographs showing the same features as in Figure 3.31 (a).  

Within the optical and electron micrographs (Figure 3.31 (a) and Figure 3.32, respectively), 

various linear and circular areas having a darker shade are visible. These features are attributed 

to grain boundaries and nucleation sites. Since CVD-grown graphene grows from multiple 

nucleation sites, it is expected that grain boundaries are created as soon as the individual grain 

fronts meet. Furthermore, the coverage (total area covered by graphene) and the number of 

graphene layers grown are closely related to the growth parameters. As such, it is common that 

total coverage is obtained at the expense of having adlayers - additional areas of bi-layer or 

few-layer graphene [95].  
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Figure 3.31: (a) Optical micrograph of the CVD graphene supported on the SiO2/Si substrate with locations A1 

– A4 from where the Raman spectra in (b and c) were obtained using the 532 nm excitation wavelength, without 

baseline subtraction. 
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Figure 3.32: Scanning electron micrograph of supported CVD graphene on Si/SiO2. 

Table 3.6: The relative shift (P) and the full width at half maximum (F) of the D, G, D+D'', 2D and 2D' peaks 

obtained from various locations in the CVD graphene on SiO2/Si substrate as shown in Figure 3.31, using the 

532 nm excitation wavelength.  

Location 
D Peak 
(cm-1) 

G Peak 
(cm-1) 

D+D'' Peak 
(cm-1) 

2D Peak 
(cm-1) 

2D' Peak 
(cm-1) 

P F P F P F P F P F 

A1 1339.7 54.0 1582.4 19.5 2458.5 34.2 2680.4 28.2 3247.7 18.6 

A2 1341.4 27.9 1579.4 20.3 2456.7 30.3 2689.3 43.0 3247.0 19.0 

A3 1338.6 24.6 1578.1 17.7 2454.2 31.8 2684.3 39.4 3243.3 22.7 

A4 1340.9 23.9 1586.1 18.5 2459.1 23.7 2683.0 30.7 3248.0 20.3 
 

Table 3.7: The intensity (I) and width (F) ratios between the D and G peaks, and the 2D and G peaks obtained 

from various locations in the CVD graphene on SiO2/Si substrate as shown in Figure 3.31, using the 532 nm 

excitation wavelength. 

Location ID/IG FD/FG I2D/IG F2D/FG 

A1 0.06 2.76 2.34 1.44 

A2 0.15 1.37 1.18 2.11 

A3 0.12 1.39 0.63 2.23 

A4 0.27 1.29 1.57 1.66 
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All spectra have sharp Lorentzian profiles for the G and 2D peaks; the latter indicates the 

presence of single layer graphene. The G peak is found at around 1581 cm-1 and has a FWHM 

of ~19 cm-1. The 2D peak is found at ~2684 cm-1 with a FWHM of ~35 cm-1. 

As opposed to the Raman spectra obtained from the mechanically exfoliated graphene samples, 

the spectra obtained from the supported CVD graphene on SiO2/Si using the 532 nm excitation 

wavelength exhibit a significantly higher I2D/IG ratio of up to 2.3 (compared to 0.3 for the 

mechanically exfoliated graphene samples). Such large ratio clearly confirms that the majority 

of the sample is single-layered [122, 123]. Furthermore, spectra obtained from the darker areas 

such as A2 and A3 have a smaller I2D/IG ratio of 1.18 and 0.63, respectively, indicating the 

presence of bi-layer or few-layer graphene at the grain boundaries and nucleation sites. The 

latter notion is further supported by the work of Reina et al. [223], suggesting that in few-layer 

CVD graphene the stacking order typical of highly ordered pyrolytic graphite might not be 

preserved, hence stacked graphene layers might still have a sharp 2D peak with a single 

Lorentzian line shape rather than a superposition of multiple peaks [126, 228]. Thus, it has 

been subsequently determined that the I2D/IG ratio is indeed a better indication of the number 

of layers in CVD graphene rather than the profile of the 2D peak, suggesting that an I2D/IG of 

~0.76 corresponds to a stack of around 3 single layers [223].  

The D band was found to be satisfactorily low across the graphene sample with an ID/IG ratio 

of around 0.15, yet still higher than that in the mechanically exfoliated graphene (ID/IG < 0.04). 

This is also in agreement with studies by Li et al. [95] which suggests that CVD-grown 

graphene tends to have more disorder in its crystalline structure. The D+D'' peak is also 

detected at 2457 cm-1. This indicates that the graphene has few defects, most likely limited to 

grain boundaries and wrinkles often present in CVD graphene. In fact, Figure 3.31 and Figure 

3.32 clearly highlight the presence of such grain boundaries and areas of bi- or multi-layer 

graphene seen as darker linear or circular features, respectively.  

Due to the flatness of both the SiO2/Si substrate as well as the graphene layer on top, the use 

of atomic force microscopy in static mode imaging did not produce any satisfactory results; the 

roughness and feature size of the sample was too similar to the noise signal. 

3.4.2 SUSPENDED GRAPHENE ON TEM GRIDS 
CVD-grown single-layer graphene membranes (nominal thickness and grain size of 0.345 nm 

and 10 µm, respectively [229]) suspended over Quantifoil® TEM mesh grids with 2 µm 
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diameter holes, supplied by Agar Scientific Ltd., Essex, UK, were used as the drum-like 

suspended graphene membranes for subsequent work. 

3.4.2.1 Fixation of TEM Grids 

Unlike the rigid SiO2/Si substrates, the TEM grids that support the Quantifoil® are gold-coated 

copper-based grids with a thickness of only ~8 µm. Furthermore, the Quantifoil® is a second 

mesh with a nanometric thickness (<30 nm) which supports the graphene. This makes the entire 

TEM grid very delicate and fragile. As such, to allow manipulation of the membranes on this 

substrate, a clamp was designed and fabricated. Figure 3.33 (a) shows a schematic of the TEM 

grid sample holder components, while Figure 3.33 (b) shows the sample holder as assembled 

with the TEM grid sandwiched between the top and bottom washers. The clamp was machined 

from aluminium 6061 and silver paste (Electodag 1415, Agar Scientific Ltd., Essex, UK) was 

used as an adhesive at the mating faces of the top and bottom washers. Detailed drawings of 

the TEM grid sample holder are presented in Appendix B. 

3.4.2.2 Characterisation  

Figure 3.34 shows scanning electron micrographs of suspended graphene on TEM grid sample 

at various magnifications. In Figure 3.34 (a) the larger TEM grid structure is visible together 

with the Quantifoil® mesh on top. The punctured Quantifoil® on the right hand side of the 

micrograph evidences the fragility of the mesh. In Figure 3.34 (b) only the Quantifoil® mesh 

is visible. At higher magnification, Figure 3.34 (c, d), graphene is much more visible as a 

transparent grey membrane. SEM imaging is able to reveal wrinkles and areas of multi-layered 

graphene as shown in Figure 3.34 (c). On the other hand, the membrane in Figure 3.34 (d) is 

significantly compromised with the graphene layer draping inside the hole.  

 

Figure 3.33: The design of the TEM grid sample holder; (a) labelled components, (b) assembly.  
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Figure 3.34: Scanning electron micrographs of suspended CVD graphene on a TEM grid. 

As shown in Figure 3.35, atomic force microscopy was successfully used to confirm the 

presence of a membrane over the hole structure of the Quantifoil® mesh. Figure 3.35 (a – c) 

show the same membrane imaged under static contact mode. The normal force micrograph 

(Figure 3.35 (a)) highlights the edge of the membrane/hole and a few perturbations on the 

supported regions. The lateral force micrograph (Figure 3.35 (b)) indicates that the friction 

coefficient is similar throughout the scan reflecting the fact that graphene covers the entire scan 

area. The height micrograph (Figure 3.35 (c)) shows a depression in the graphene membrane 

compared to the supporting substrate. This indicates that the tip is pushing the graphene 

membrane downwards. Finally, Figure 3.35 (d) shows a dynamic non-contact mode 

micrograph of another membrane. Under dynamic non-contact mode, the true topography of 

the membrane without any applied load can be imaged. In fact, Figure 3.35 (d) reveals the 

presence of multiple ripples across the graphene layer which are significantly higher in 
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amplitude in the unsupported membrane region. The presence of such wrinkles is in agreement 

with published studies concerning CVD-graphene [86, 153]. 

Figure 3.36 shows representative Raman spectra obtained from the suspended regions of the 

CVD-graphene on TEM grids using the 633 nm excitation wavelength, with the respective 

Raman peak parameters listed in Table 3.8 and Table 3.9. Once again, the high I2D/IG ratio of 

2.5 to 2.9 indicates the presence of single-layer graphene. However, the D band was 

significantly higher than that found in the other CVD samples, with an ID/IG ratio of 0.57 to 

1.21.  

 

Figure 3.35: (a – c) Static contact mode, and (d) dynamic non-contact mode AFM micrographs showing the (a) 

normal force, (b) lateral force, (c) topography, and (d) phase signals of the CVD graphene membranes on TEM 

grids. 
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Figure 3.36: Raman spectra of various areas within the CVD graphene suspended on TEM grids using the 633 nm 

laser, without baseline subtraction. 

Table 3.8: The relative shift (P) and the full width at half maximum (F) of the D, G, D+D'' and 2D peaks obtained 

from various locations in the CVD graphene on TEM grid. 

Location 
D Peak 
(cm-1) 

G Peak 
(cm-1) 

D+D'' Peak 
(cm-1) 

2D Peak 
(cm-1) 

P F P F P F P F 

A1 1331.2 27.3 1588.1 20.5 2467.0 13.6 2642.6 28.6 

A2 1330.6 27.5 1588.7 23.8 2468.5 14.6 2644.9 29.9 

Table 3.9: The intensity (I) and width (F) ratios between the D and G peaks, and the 2D and G peaks obtained 

from various locations in the CVD graphene on TEM grid. 

Location ID/IG FD/FG I2D/IG F2D/FG 

A1 0.57 1.33 2.50 1.40 

A2 1.21 1.16 2.91 1.26 

 

3.4.3 SUSPENDED GRAPHENE ON PATTERNED PAA/SI SUBSTRATE AND 

SILICON NITRIDE MICROSIEVES 
In order to investigate the high D band intensity exhibited by the CVD-graphene, a second 

CVD-graphene source was selected for investigation. CVD-grown single-layer graphene with 

a nominal thickness and grain size of 0.345 nm and 20 µm, respectively [99], sandwiched 

between a proprietary polymeric support film and a sacrificial layer (Easy Transfer: Monolayer 
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Graphene on Polymer) was supplied by Graphenea Semiconductor SLU, San Sebastián, Spain. 

The Easy Transfer graphene was deposited on both the patterned PAA/Si substrate as prepared 

in Section 3.3.1 as well as on silicon nitride microsieves (High-Porosity Microsieves, 

Aquamarijn Micro Filtration BV, Zutphen, The Netherlands) with a pore diameter of 0.45 µm. 

Initially, the as-received sample was slowly immersed in a petri dish of deionized water to 

detach the graphene and sacrificial layer from the polymeric support film, Figure 3.37 [14]. 

This step causes the sacrificial layer/graphene to float on the water. A freshly cleaned piece of 

the patterned PAA/Si substrate or a silicon nitride microsieve was then introduced into the 

deionized water at an angle of around 45°. The floating sacrificial layer and graphene was 

deposited onto this substrate. The resulting laminate was left to dry in air for 30 minutes, 

annealed on a hot plate at 150°C for one hour and stored under vacuum for at least 24 hours. 

The sacrificial layer was then removed by immersing the sacrificial layer/graphene/substrate 

in acetone for one hour, followed by an isopropyl alcohol bath for another hour. The 

graphene/substrate was then dried under a nitrogen flow. 

3.4.3.1 Optical Microscopy 

Due to the simplicity of the technique, optical microscopy was used throughout the deposition 

process to verify the successful transfer of the CVD graphene from the polymer/sacrificial layer 

sandwich onto the substrates of choice. As such, optical micrographs of the deposited graphene 

sheet both before and after removing the top sacrificial layer via the acetone and isopropyl 

alcohol baths were obtained. 

Figure 3.37: Schematic of the procedure to transfer the Easy Transfer graphene. (a) As-received sacrificial 

layer/graphene/polymer sandwich, (b) detachment of sacrificial layer and graphene from the polymer support 

using deionized water, (c) deposition on substrate of choice, and (d) removal of the top sacrificial layer to expose 

the graphene. 
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Figure 3.38: Optical micrographs of the Easy Transfer CVD graphene deposited on the patterned PAA/Si 

substrate. (a) Before and (b) after removal of the top sacrificial layer. 

 

Figure 3.39: Optical micrographs of the Easy Transfer CVD graphene deposited on the silicon nitride microsieves 

with pore diameter of 0.45 µm. (a) Before and (b) after removal of the top sacrificial layer. 

Figure 3.38 and Figure 3.39 show optical micrographs of the deposited CVD graphene onto 

the patterned PAA/Si substrate and the 0.45 µm silicon nitride microsieve, respectively.  

For both types of substrates – the patterned PAA/Si and the silicon nitride microsieve – the 

graphene sheet is significantly more visible when still covered by the sacrificial layer than after 

dissolution of the latter. This change in optical contrast confirms that the top sacrificial layer 

was indeed being removed during the final transfer step. Furthermore, the very low contrast 

between the areas covered by the graphene sheet and the rest of the substrate after the removal 

of the sacrificial layer (Figure 3.38 (b) and Figure 3.39 (b)) indicates that the deposited 
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graphene sheet is indeed much thinner than the mechanically exfoliated flakes. Moreover, the 

fact that the general morphology of the deposited graphene sheet remained the same before and 

after the dissolution step confirms that the last dissolution step is not significantly modifying 

the underlying graphene, such as by delamination. 

Comparing the optical micrographs of the transferred Easy Transfer CVD graphene to those of 

the mechanically exfoliated graphene flakes shown in Section 3.3 reveals a key advantage of 

using CVD to synthesise graphene as opposed to mechanical exfoliation. While mechanical 

exfoliation yielded small flakes with widely varying thicknesses and a very low yield of thin 

graphene flakes, the transfer of CVD-grown graphene yielded a single large sheet covering the 

majority of the substrate which mostly appears to be uniform and homogeneous in thickness. 

3.4.3.2 Atomic Force Microscopy 

Since the majority of the substrates were covered by the CVD graphene sheet, imaging and 

analysis with AFM was greatly facilitated. A representative topography image of the graphene 

membranes covering the 0.45 µm pores of the silicon nitride microsieve using an FM50 AFM 

probe is shown in Figure 3.40. This imaging work confirms that the majority of the graphene 

membranes are intact and cover the pores completely. Only a few of the membranes appear to 

have a wrinkle or possibly a grain boundary across the pore indicating that the majority of the 

circular membranes were suitable for further analysis using indentation. In fact, most of the 

indentation tests were performed on the Easy Transfer CVD graphene on 0.45 µm microsieves 

due to the larger number of available membranes with the same graphene thickness and 

crystalline quality. 

 

Figure 3.40: Static contact mode AFM topography micrograph of the CVD graphene membranes deposited over 

the 0.45 µm pores in the microsieve. 
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Unlike the CVD graphene transferred onto the microsieves, the graphene transferred onto the 

patterned PAA/Si substrates resulted in less-favourable specimens. Although the sheet appears 

to be intact and covering the majority of the holes via optical microscopy, AFM imaging of the 

transferred CVD graphene sheet on the patterned PAA/Si substrate was more problematic, 

revealing that most of the membranes were ruptured. While rupturing the membranes during 

the static contact mode imaging is possible when a normal force setpoint is set too high, the 

low forces used here (<140 nN) suggest a different cause. The transfer process involves 

submerging the patterned PAA/Si substrate into water over which the graphene/sacrificial layer 

is floating. The substrate is then pushed upwards under the floating graphene sheet until the 

graphene sheet makes full contact with the substrate and subsequently adheres to it. Therefore, 

it is plausible that the wells patterned into the PAA/Si substrate are filled with water and this 

moisture is then sealed by the impermeable graphene membrane. During the following step 

when the sample is put under vacuum it is possible that the water-filled wells are forced to 

expand causing rupture of the membranes. This phenomenon is further supported by the fact 

that upon inserting the sample in the AFM chamber and the pressure was slowly reduced to the 

target 3 × 10-9 mbar, the pressure was noted to suddenly increase by multiple orders of 

magnitude, indicating that the membranes covering the wells have ruptured releasing moisture 

into the chamber.  

3.4.3.3 Raman Spectroscopy  

The Easy Transfer CVD graphene sheets transferred onto both the patterned PAA/Si substrate 

as well as the 0.45 µm silicon nitride microsieve were also analysed via Raman spectroscopy. 

Figure 3.41 and Figure 3.42 present typical Raman spectra obtained from the CVD graphene 

on the patterned PAA/Si substrate and the 0.45 µm silicon nitride microsieve, respectively, 

using the 532 nm excitation wavelength. The raw spectra together with the baseline corrected 

spectra are once again presented to highlight the effect that the underlying substrate has on the 

results.  

Although the presence of the characteristic Raman peaks of graphene in the spectra obtained 

from the CVD graphene on the PAA/Si substrate is just observable, the intensity of background 

noise is sufficient to allow for challenging numerical analysis of the peak parameters. On the 

other hand, the characteristic G and 2D peaks are much more pronounced in the spectra 

obtained from the CVD graphene transferred onto the silicon nitride microsieves. Since both 

pieces of CVD graphene were obtained from the same as-received sheet, it is logical to assume 

that the crystalline quality of the graphene is similar for both substrate samples. 
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Figure 3.41: Raman spectra of various areas within the CVD graphene, deposited on the patterned PAA/Si 

substrate using the 532 nm laser, (a) before and (b) after subtraction of baseline. 

 

Figure 3.42: Raman spectra of various areas within the CVD graphene on silicon nitride microsieve using the 

532 nm laser, (a) before and (b) after subtraction of baseline. 

The peak parameters extracted from the Raman spectra shown in Figure 3.42 are listed in Table 

3.4. In all of the graphene spectra, it is clear that the 2D peak is more intense than the G peak, 

with an intensity ratio I2D/IG of around 1.7, unlike what was observed for the thinner 

mechanically exfoliated flake in Section 3.3 (I2D/IG < 0.6). This indicates that the transferred 

CVD graphene is indeed single-layered as claimed by the supplier. Furthermore, the D peak is 

nearly absent, indicating good quality graphene. Finally, although the spectrum labelled as 

‘MLG on Hole’ in Figure 3.42 was obtained from an area of bi or multi-layer graphene 

(confirmed via optical microscopy) the 2D peak still appears to be narrow and larger than the 

G peak. This may be due to the lack of Bernal (ABAB) stacking in randomly overlapping 

graphene sites, unlike what is expected in MLG derived from HOPG [223]. 
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Table 3.10: The relative shift (P), full width at half maximum (F), and intensity (I) and ratios between the G and 

2D peaks obtained from various locations across the Easy Transfer graphene on 0.45 µm microsieve as shown in 

Figure 3.42.  

Sample 
G Peak 
(cm-1) 

2D Peak 
(cm-1) I2D/IG F2D/FG 

P F P F 

SLG on Substrate 1575.6 44.6 2671.7 19.2 1.7 0.4 

SLG on Hole 1579.2 47.6 2673.3 22.6 1.7 0.5 

SLG on Green Area 1581.8 47.6 2677.7 43.3 1.7 0.9 

MLG on Substrate 1580.4 20.2 2688.0 35.5 1.7 1.8 

MLG on Hole 1580.3 20.2 2685.6 26.9 1.7 1.3 

 

3.4.3.4 Scanning Electron Microscopy 

Figure 3.43 shows scanning electron micrographs of the Easy Transfer CVD graphene on the 

patterned PAA/Si substrate. Figure 3.43 (a) and (b) show the same area imaged using the 

secondary electron detector and the Inlens detector, respectively. These two micrographs 

particularly highlight the advantages of both detectors. With the secondary electron detector, 

the graphene itself is not visible and only the well structures patterned into the PAA/Si substrate 

are visible as lighter circular structures. Some PS beads which were not removed during 

ultrasonication in toluene (Section 3.3.1) are also visible. On the other hand, with the Inlens 

detector the deposited graphene is very visible as a grey film, compared to the darker substrate. 

While the wells seem to be entirely covered by a graphene membrane, such as shown more 

clearly in Figure 3.43 (c) and (d), both of which micrographs were obtained using the Inlens 

detector, some cracking is visible. As shown in both Figure 3.43 (b) and (c), most of the cracks 

radiate from the PS beads. It is believed that the stresses created during drying and annealing 

just after deposition of the graphene layer on the substrate cause the tearing of the graphene 

around the protruding PS beads.  

A representative scanning electron micrograph of the Easy Transfer CVD graphene on the 

silicon nitride microsieves is presented in Figure 3.44. Since the substrate is much flatter than 

the patterned PAA/Si substrate, much less cracking was exhibited by the single-layer graphene. 

In fact, most of the holes are completely covered by the graphene membrane and only a few 

are ruptured  similar to what was observed in the TEM grid samples (Figure 3.34). Furthermore, 

similar features to those observed in the CVD graphene supported on the SiO2/Si substrates 
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which are attributed to grain boundaries and nucleation sites are also visible. It is worthwhile 

to note that less nucleation sites are visible in these samples. 

 

 

Figure 3.43: Scanning electron micrographs of suspended CVD graphene on the patterned PAA/Si substrate using 

(a) a secondary electron detector and (b – d) Inlens detector. (a) and (b) show the same area of the sample using 

different detectors. 
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Figure 3.44: Scanning electron micrograph of suspended CVD graphene on a 0.45 µm silicon nitride microsieve. 

3.4.4 CONCLUDING REMARKS 
A total of three sources of CVD-grown single-layer graphene were investigated for their 

suitability in this work. Although the supported CVD graphene on SiO2/Si was not suitable for 

subsequent indentations due to the absence of the required drum-like free-standing graphene 

membranes, these samples served as a good control during characterisation. The high I2D/IG 

ratio of the Raman spectra confirming that the graphene was single-layered validated Raman 

spectroscopy as a means to detect single-layer graphene. Furthermore, the observation of 

features attributed to grain boundaries and nucleation sites via both optical and scanning 

electron microscopy confirmed the ability of these two characterization techniques to image 

graphene. 

As discussed in Section 3.4.2, the as-received SLG on TEM grids proved difficult to handle 

without damaging the TEM grid and overlying graphene. Furthermore, the excessive variability 

in the D band measurement caused large scatter in the subsequent experimental results. For 

these reasons, further experimentation on these samples was limited. Nonetheless, the ability 

of both SEM and AFM to image the presence of free-standing graphene membranes was 

noteworthy and encouraging for this work.  

Finally, the Easy Transfer CVD graphene was successfully transferred onto both the patterned 

PAA/Si substrate and even more so on the silicon nitride microsieves. As discussed in 

Section 3.4.3, the Easy Transfer graphene on the silicon nitride microsieves produced a sample 
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which was well-suited for subsequent indentation and experimentation. In particular, the 

presence of a significantly large area of single-layer graphene originating from the same growth 

and transfer parameters, covering a large array of size-controlled holes means that further 

experimentation would lead to more repeatable results. Furthermore, AFM imaging confirmed 

that most of the membranes were without any defects such as significant perturbations, 

wrinkles or rupture. The only limitation encountered with the use of the silicon nitride 

microsieves, which will become more evident in Chapter 4, is that the supporting microsieve 

had an ordered array of holes and no other prominent features which would otherwise allow 

identification of single specific graphene membranes. This means that it was not possible to 

perform repeated indentation experiments on exactly the same membrane.  
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Chapter 4 NANOINDENTATION USING 

ATOMIC FORCE MICROSCOPY 

4.1 INTRODUCTION 
For the atomic probe studies carried out in this work, an RHK UHV 750 Variable Temperature 

Ultra-High Vacuum (UHV) Atomic Force Microscope (AFM) equipped with a BeetleTM 

scanning head and SPM 100 controller, PLLPro2 Universal AFM Control and PMC 100 

controllers (supplied by RHK Technologies Inc., Troy, USA) integrated within the Integrated 

Characterization Facility (ICF) was used. The AFM was operated at a high vacuum pressure 

of around 3×10-9 mbar. XPMPro 2.0.1.1, PLLproII Front End 0.20.0, and OriginPro 9.0.0 were 

used for data acquisition and post-processing. The use of the AFM within the ICF offers 

multiple benefits over the use of simpler AFM set-ups that operate at ambient conditions. Apart 

from the AFM, the ICF has many other sample preparation and characterisation techniques 

such as ion sputtering to clean the sample surface, X-ray photoelectron spectroscopy, Auger 

electron microscopy, low energy electron diffraction and scanning tunneling microscopy, all 

operating at high vacuum pressure. As such, one would be able to characterize the sample using 

different techniques without exposing the sample to ambient conditions and hence 

contaminating the sample. 

As described in Chapter 3, the AFM was initially used in the static contact mode for 

topographic imaging of the graphene samples and membranes. Force spectroscopy was then 

used to perform indentations on the graphene membranes and obtain the required force-

distance (FD) curves. 

In Section 4.2, a brief description of the AFM theory and set-up is presented together with the 

procedure adopted for tip installation and characterization. Section 4.3 and Section 4.4 describe 

the methods used for static mode imaging and force spectroscopy, respectively. A description 

of the system nonidealities observed together with the necessary data post-processing, 

corrections and calibration procedures are included. Finally, Section 4.5 and Section 4.6 

present and discuss the results obtained for the indentations performed on the as-deposited 
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mechanically exfoliated graphene membranes and as-deposited CVD-grown graphene 

membranes, respectively. 

4.2 BACKGROUND AND THEORY  
As mentioned in Chapter 2, atomic force microscopy is a versatile technique which is often 

used to study graphene. This section will present the relevant theoretical background required 

to understand the physical principles used in AFM. Firstly, the tip-sample interaction forces 

are described in Section 4.2.1. Two of the main AFM modes which are often used to image the 

sample surface are the static contact mode and the dynamic non-contact mode. These will be 

briefly explained in Section 4.2.2 and Section 4.2.3, respectively. Section 4.2.4 presents the 

theory behind force spectroscopy which is used for the nanoindentations in this work, while 

the AFM set-up used in this work is explained in Section 4.2.5. Finally, a few notes on the 

AFM probes to be used together with the characterization methodology required are given in 

Section 4.2.6. 

4.2.1 TIP-SAMPLE INTERACTION THEORY 
To understand how the AFM probe is able to feel the presence of the sample, the interactions 

present between two bodies of condensed matter must first be established. On the atomic scale, 

the interaction energy present between two neutral atoms can be broadly described by the 

Lennard-Jones potential, illustrated in Figure 4.1 (a). At large separations (or distances), van 

der Waals forces exist between the two atoms due to the fluctuations in their polarization 

whereby the electronic cloud of one atom is attracted towards the nucleus of the other due to 

their unlike charges. Although the weakest of the interaction forces, van der Waals are 

significant in the nanoscale and increase substantially as the separation decreases. However, at 

shorter interatomic distances, the electronic clouds of the two atoms start to overlap and cause 

repulsion. The Lennard-Jones potential thus represents the net potential energy by considering 

the competing attractive and repulsive forces. Other possibly stronger long-range forces may 

exist such as magnetic forces, electrostatic forces and capillary forces. However, for the scope 

of this work in which the samples and tips are not magnetic and capillary forces are not present 

due to the ultra-high vacuum conditions used, such additional forces are not considered. 

The resulting interaction force present between the two bodies, shown in Figure 4.1 (b), can be 

obtained by differentiating the potential energy. Due to such mathematical transformation, the 
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turning point or minimum of the potential energy curve in Figure 4.1 (a) translates to the point 

of zero force in Figure 4.1 (b). 

In AFM, a very sharp tip, with a radius typically ranging from 5 to 50 nm, attached to a flexible 

cantilever, with typical normal spring constant ranging from 0.1 to 100 N/m, is used to detect 

such small interaction forces. The change in the forces acting between the sample and the AFM 

tip are detected during scanning, and can then be analysed in order to obtain qualitative as well 

as quantitative information on the sample surface such as the topography, elastic stiffness, 

adhesion and frictional properties.  

 

Figure 4.1: The (a) potential energy and (b) interaction force between two bodies as they are brought closer to 

each other. 
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4.2.2 STATIC CONTACT MODE  
In static contact mode imaging, the tip is in contact with the sample causing repulsive forces to 

deflect the tip-cantilever assembly. In order to obtain topographic images of the sample, the tip 

is dragged across the sample as shown in Figure 4.2 (a) in a raster motion and the deflection of 

the cantilever is monitored. A feedback system is able to maintain a constant force between the 

tip and the sample, referred to as the normal setpoint force.  

For high resolution topographic imaging, static contact mode is typically employed using a soft 

cantilever (with low normal spring constant) such that the cantilever will be easily bent without 

causing any damage to the sample or tip during scanning. A variation of this technique, also 

known as lateral or frictional force microscopy, can be used to study the frictional properties 

of the sample by appropriately selecting a cantilever with a soft torsional stiffness so that the 

cantilever will be able to twist along its longitudinal axis during scanning, hence detecting the 

lateral interaction forces rather than the normal forces. In this technique, rougher surfaces with 

higher frictional properties will cause the cantilever to twist more. The degree of twisting is 

then analysed to obtain either comparative data for the same setup, or else quantitative data 

given that all the parameters are known. In the AFM set-up used in this work, the frictional 

force data is obtained simultaneously with the normal force data. 

   

Figure 4.2: Simple illustrations of the tip motion relative to the sample surface during (a) static contact, and (b) 

dynamic non-contact AFM modes. 
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4.2.3 DYNAMIC NON-CONTACT MODE  
In dynamic non-contact mode (Figure 4.2 (b)) the tip is not in contact with the sample, but held 

approximately 2 to 3 nm away, such that the attractive forces are substantial. In this mode, the 

cantilever is oscillated at frequencies close to its natural frequency (in the order of tens to 

hundreds of kHz), with amplitudes in the order of nanometers, with the tip never touching the 

sample during its oscillation period. Changes in the tip-sample attractive forces lead to a change 

in resonance frequency of the cantilever and hence amplitude of oscillation; the frequency shift 

or oscillation amplitude can be used as a measure of sample topography, while the phase shift 

reflects the sample material's elastic properties.  

In contrast to contact mode, non-contact mode is sometimes preferred for softer samples since 

the tip does not touch the sample and hence would not induce any damage to either the tip or 

the sample. However, the control system of the dynamic non-contact mode is more complex 

and hence slower imaging is required. In fact, dynamic non-contact mode was only used to 

image the graphene membranes and understand the morphology of the wrinkles that form upon 

depositing the graphene on the well structures of the substrate. 

4.2.4 FORCE SPECTROSCOPY 
While the previously mentioned AFM modes are typically used to obtain topographic 

information of the sample being scanned, the AFM assembly can also be used to investigate 

the material properties of the sample by indenting the sample and obtaining force-distance (FD) 

curves. Figure 4.3 (a) illustrates the motion of the tip during indentation as the tip is brought 

closer towards the sample (A to D) in the approach cycle and then retracted away from the 

sample surface (E to G). In more detail, the AFM probe is initially positioned away from the 

sample such that no tip-sample interactions exist. This is labelled as A in Figure 4.3 (a) and 

represents the flat region in the approach curve in Figure 4.3 (b). As the tip is lowered towards 

the sample, the attractive forces between the tip and the sample start to increase. If the 

cantilever is softer than the magnitude of these increasingly attractive forces, snap-to-contact 

occurs (B) at which point the tip is suddenly attracted towards the sample allowed by the 

bending of the cantilever. As the piezo actuator continues to lower the cantilever and tip 

towards the sample, the cantilever curvature increases until it is straight again (C). This is the 

moment when the attractive forces are equally balanced by the opposing repulsive forces, 

resulting in zero net forces. Upon further indentation, the tip and sample experience repulsion 

which causes the cantilever to bend upwards (D), as well as the sample material to be indented. 
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With appropriate tip-sample interaction models specific for the materials used, this region of 

the curve can be used to measure the elastic modulus of the sample. The model used for this 

work is explained in more detail in Section 4.4. Once the desired indentation depth is reached, 

the tip and cantilever are retracted away from the sample to obtain the retract curve in Figure 

4.3 (b). In the ideal scenario, the force curve passes through the origin (zero-force) once again 

(E). In most cases, the energy required to break contact between the tip and the sample is larger 

than that required to put them in contact in the first place. This means that in force-distance 

curves, the tip-sample separation needs to be larger than that required for snap-to-contact until 

the tip suddenly breaks contact and snap-out-of-contact occurs. Region F in the force curve can 

be investigated to measure the adhesion properties of the sample. Beyond snap-out-of-contact, 

the tip-sample forces are once again negligible as illustrated in the flat region labelled G.  

 

Figure 4.3: Theory of force-distance curves. (a) Labelled positions of the tip with respect to the sample during 

indentation. (b) A typical force-distance curve with the labels referring to the tip-positions in (a). 
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The AFM set-up used in this work is only capable of indenting the sample with the AFM probe 

while plotting the voltage of the photosensitive diode, that is the output of the sensor which 

detects the deflection of the cantilever, against the pre-set indentation depth, that is the voltage 

applied to the piezo actuators to lower the cantilever down into the sample surface and back. 

As such, such curves need to be converted into meaningful force against distance curves using 

a procedure explained in Section 4.4. 

4.2.5 GENERAL DESCRIPTION OF THE AFM SET-UP 
Figure 4.4 (a) and (b) show the ICF and AFM equipment used in this work, respectively, while 

Figure 4.4 (c) is a simplified schematic of the RHK AFM set-up. The three piezo tubes attached 

to the three outer legs of the scan head act as actuators providing coarse motion of the scan 

head in the X, Y and Z directions. In the schematic, the positions of the X, Y and Z scanners 

are modified for simplicity. These are primarily used to coarsely approach the AFM cantilever 

towards the sample surface and traverse the scan head across the sample surface. These three 

piezo tubes are also responsible to raster the scan head in the X and Y directions during 

scanning. In addition, the cantilever mount is coupled to the scan head via another piezo 

actuator stack which provides the Z motion during static contact scanning and force 

spectroscopy, referred to as the Z Scanner hereunder. 

The RHK AFM is equipped with an optical lever detection system whereby a laser beam is 

reflected off the back of the cantilever and onto a segmented photosensitive diode (PSD) which 

detects any change in cantilever deflection and converts it into voltage. In order to get 

meaningful results, the piezo scanner needs to be calibrated to ensure that the measured 

dimensions during scanning match the real distance travelled by the scan head and thus the 

dimensions of the sample, as will be discussed in Section 4.3.1. Furthermore, for force 

spectroscopy, the Z Scanner needs to move a specified distance towards and away from the 

sample surface. Once the laser spot is reflected off the back of the cantilever and onto the PSD, 

the change in voltage recorded has to be converted to a measure of the cantilever deflection 

(Section 4.4.1). This cantilever deflection, 𝑑 , can then be converted to the tip-sample 

interaction force, 𝐹, using Hooke’s law, 𝐹 = 𝑘𝑑, where 𝑘 is the cantilever spring constant. 

This allows for routine calibration prior data acquisition and analysis such as to ensure that the 

readings measured, typically in volts by the sensors, are faithfully converted to the real heights 

or forces they represent, as well as to correct for, or at least minimize, the several nonidealities 
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the technique inherently possesses. In the following sections, the settings and calibration 

methods used are described. 

4.2.6 THE AFM PROBE  

4.2.6.1 AFM Probe Parameters 

As the main force sensor, the AFM probe, typically consisting of a sharp tip attached to a 

flexible cantilever, is a key component for high sensitivity and reliable measurements. Since 

different samples and AFM modes require a different set of probe parameters and 

characteristics, the selection of the most appropriate AFM probe from the abundant different 

probes available on the market is logical. The main characteristics and parameters which are 

Figure 4.4: (a) The RHK UHV 750 AFM/STM chamber (enclosed in a dashed white box) within the Integrated 

Characterisation Facility (ICF) available at DMME, UM. (b) The BeetleTM scanning head and sample holder. (c) 

A simplified schematic of the AFM set-up working in contact mode. 
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typically considered for the selection and their effect on the operation of the AFM are discussed 

in the following. 

4.2.6.1.1 Spring Constant, 𝑘 

The spring constant of the cantilever, 𝑘 in N/m, determines the interaction forces required to 

bend the cantilever. For topographical imaging, the spring constant needs to be quite low to 

enable the cantilever to flex with relatively low forces on the order of a few nanometers, such 

that the sample deformation is kept to a minimum [155]. This will allow the detection of very 

small forces by a measurable deflection of the cantilever. In fact, for static contact mode and 

high resolution imaging, a low spring constant is typically chosen to detect the smallest of 

forces and hence produce highest sensitivity.  

On the other hand, the accurate measurement of the spring constant is vital for the accuracy of 

force-distance curves. In fact, during indentation, as the piezo scanner is lowering the cantilever 

and tip towards and into the sample, both tip deflection and sample indentation are taking place. 

The degree to which either of these occur depends on the relative stiffness of the cantilever and 

the sample material.  

Due to the noise on the tip displacement detector i.e. the photosensitive diode (PSD), which 

tends to limit the depth resolution to 0.1 nm [230], the accuracy of the calculated forces can be 

on the order of 1 to 10 nN, depending on the cantilever stiffness [231]. Therefore, when 

obtaining force-distance curves to study the elastic stiffness of the sample, the spring constant 

has to be chosen to closely match the stiffness of the sample material [231]. If the cantilever is 

too flexible, the tip will not be able to indent the sample material before the laser spot is 

reflected off the PSD, and hence no meaningful results can be obtained. Conversely, if the 

cantilever is too stiff, some information on the initial repulsive regime of the interaction force 

might be lost. In other words, a stiffer cantilever will be required to measure the elastic modulus 

of stiffer materials [231]. 

Heurberger et al. [155] emphasise that in order to probe the elastic properties of a sample, one 

would need to choose a cantilever that will produce a larger deflection in the sample than the 

detection sensitivity of the cantilever bending.  

4.2.6.1.2 Resonance Frequency, 𝑓0 

For static AFM modes, a high resonance frequency of around 10 to 350 kHz is generally 

desirable in order to minimize the sensitivity to vibrational noise from the building which is 
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near 100 Hz. The data rate or imaging rate in the AFM is also limited by the mechanical 

resonance frequency of the cantilever. As such, the AFM cantilever should have a resonance 

frequency greater than about 10 kHz in order to make the cantilever the least sensitive part of 

the system. Fast imaging rates are not just a matter of convenience, since the effects of thermal 

drifts are more pronounced with slow-scanning speeds. The combined requirements of a low 

spring constant and a high resonant frequency is met by reducing the mass of the cantilever, 

𝑚, according to Equation 4.1. 

𝑓𝑜 =
1

2𝜋
√ 𝑘

𝑚
 Equation 4.1 

In fact, typical cantilevers made of silicon or silicon nitride have a rectangular shape with width 

of around 30 µm, length of around 100 to 400 µm and thickness of around 3 to 5 µm. Triangular 

cantilevers are also available, with their geometry optimized to achieve similar spring constants 

and resonance frequencies. 

4.2.6.1.3 Tip radius, 𝑟 

The tip radius should be much smaller than the radii of corrugations in the sample in order for 

these to be measured accurately. A blunt tip will not be able to detect finer corrugations in the 

sample surface and hence will produce an image with flatter topography in a phenomenon 

referred to as the ‘tip-broadening effect’. 

However, for indentation studies, a tip with a larger radius can be preferred to avoid large stress 

concentrations in the sample surface just under the tip [232, 233]. 

4.2.6.2 Characterisation Methodology 

AFM probes are generally considered as consumables as the tip is often damaged during use, 

mainly due to wear or harsh collisions with the sample. Furthermore, in this study, different 

types of AFM probes were used to investigate the effect of various spring constants on the 

results obtained. As such, a procedure designed to streamline the handling of each AFM tip for 

characterisation, use, and subsequent replacement was established as follows. 

First, a new AFM probe is mounted onto the AFM cantilever mount via conductive silver epoxy 

and aligned to optimize the reflected laser spot onto the PSD using the dedicated alignment 

tool. A two-part conductive silver epoxy (Agar Scientific, Elektron Technology UK Ltd., 

Stansted, UK) which cures at room temperature after 4 hours, or at 65°C after 10 minutes was 

used. This long-setting epoxy was selected as it allowed curing at room temperature in a 
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controlled environment and as such, cantilever and tip contamination was mitigated – 

particularly when compared to fast, high-temperature setting epoxies which require furnace 

curing. 

To allow for safe manipulation of the cantilever and thus minimise potential damage to both 

the cantilever and tip, both of which are extremely fragile to the touch during handling and 

mounting onto the SEM stubs, a dedicated probe holder for the AFM cantilever mount was 

designed. Rendered images of the design in exploded and assembly views are shown in Figure 

4.5 while the detailed drawings are presented in Appendix C. 

Therefore, after curing of the silver epoxy, the cantilever mount is installed in the designed 

probe holder (Figure 4.5) and affixed to an SEM stub for SEM imaging. SEM imaging is used 

to measure the dimensions of the AFM cantilevers for subsequent calculation of their respective 

spring constants, as well as imaging of the tip to assess its condition both before and after use. 

For SEM imaging an accelerating voltage of 5 kV, probe current of around 80 pA and a working 

distance of 3 to 8 mm were used, together with the secondary electron and the Inlens detectors. 

After SEM imaging, the cantilever mount is removed from the probe holder and mounted in 

the AFM probe exchanger. The probe exchanger is a propriety RHK holder that is used to insert 

the cantilever into the AFM chamber in preparation for use. After use, the tip is removed from 

Figure 4.5: Rendered images of the designed and machined probe holder together with the AFM cantilever mount 

and the AFM probe in (a) exploded and (b) assembly views. 
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the AFM and once again transferred into the probe holder for SEM imaging. If the latter SEM 

imaging of the AFM probe indicates that the tip is compromised, the probe is discarded. 

As highlighted in Chapter 2, the rationale behind the choice of the AFM cantilever’s spring 

constant used is not always made clear in published reports, and to the best of our knowledge, 

the effect of the spring constant on the results has not been investigated systematically yet. In 

this work, three different types of AFM probes were used in order to investigate how probe 

characteristics can affect the results obtained. Details such as their tip material, nominal tip 

radius, 𝑟, nominal spring constant, 𝑘, and nominal resonance frequency, 𝑓0, as provided by the 

manufacturer, are listed in Table 4.1. 

Table 4.1: The AFM probe types used together with the tip material, nominal tip radius, nominal spring constant, 

𝑘𝑛𝑜𝑚𝑖𝑛𝑎𝑙 , and nominal resonance frequency, 𝑓0, as provided by the manufacturer. 

AFM Probe Designation Tip Material 
Nominal 

Tip 
Radius, 𝒓  

Nominal 
Spring 

Constant, 
𝒌𝒏𝒐𝒎𝒊𝒏𝒂𝒍 

Nominal 
Resonance 
Frequency, 

𝒇𝟎 

NanoWorld PointProbe® 

ArrowTM Force 
Modulation probes 

FM50 Silicon < 10 nm 2.8 N/m 75 kHz 

BudgetSensors 
Tap190DLC probes Tap190DLC 

Diamond-like 
carbon (DLC) 

coated 
< 15 nm 48 N/m 190 kHz 

NANOSENSORSTM 
DT-NCLR probes DTNCLR Diamond coated < 100 nm 72 N/m* 210 kHz 

 

* The DTNCLR probes were obtained with a certificate from the supplier outlining the 

individually calibrated spring constants. 

4.3 STATIC MODE IMAGING 
Prior to indenting the prepared graphene membranes to obtain the force-distance curves, a 

topography image of the sample in static contact mode was obtained using a scan speed of 

around 3 to 9 µm/s. The scan speed was chosen as a compromise between the total acquisition 

time (typically limited to a maximum of 15 minutes per 6 × 6 µm area) and the quality of the 

image obtained. The latter is often dependant on the environmental vibration noise, sample 
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surface roughness, as well as quality of the AFM scanning tip in terms of tip radius and any tip 

contamination.  

A normal cantilever deflection setpoint (as measured by the PSD) of 0.1 to 3 mV was used, 

equating to normal forces of between 0.1 nN and 140 nN depending on the cantilever spring 

constant used. The choice of the optimal normal force setpoint for each scan was once again 

dependant on the surface roughness of the sample, as well as the AFM probe characteristics, 

such as tip radius, tip material and/or the presence of any contamination on the tip, and 

cantilever stiffness, all of which effecting the strength of the tip-sample interaction forces. In 

general, lower force setpoints are preferred since they minimize (i) damage imparted to the 

graphene due to the sharp tip and (ii) wearing of the tip itself. However, for cantilevers with 

higher spring constants or blunted or contaminated tips, a lower setpoint often resulted into 

challenging approach routines during which the tip is falsely detected as being in contact with 

the sample. Therefore, higher setpoints of around 3 mV were preferred, even though the latter 

may cause more damage to the tip and sample.  

Prior to imaging the graphene samples, the motion of the scan head had to be calibrated in 

order to ensure that the voltages supplied to the piezo electric actuators to move the scan head 

in the X, Y and Z directions are faithfully converted to the real distances moved in nanometres. 

The calibration procedure used is outlined in the following section. 

4.3.1 CALIBRATION OF THE PIEZO SCANNERS  
The AFM probe is moved across and normal to the sample surface via a set of piezoelectric 

actuators. As such, the required voltage supplied to the piezoelectric actuators in order to move 

the probe a known distance needs to be calibrated. 

An XYZ calibration nanogrid (CS-20NG supplied by NanoAndMore GmbH, Wetzlar, 

Germany) featuring silicon dioxide structure arrays with a pitch size of 500 nm and step height 

of 21.5 nm on a silicon chip was used to calibrate the piezo scanners in the X, Y and Z 

directions. The grid was imaged in static mode using an FM50 cantilever, scanning area of 

5 × 5 µm and scanning speed of around 9.5 µm/s. The pitch size and step height were measured 

from the data obtained (Figure 4.6) and the correct voltage-to-distance calibration values for 

the X, Y and Z Scanner were inputted in the hardware configuration settings. The same grid 

was imaged again to verify that the measured features conform with the calibration sample. 
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This calibration routine was performed periodically to correct for any aging of the piezo 

actuators, that is the loss in sensitivity over time [234]. 

4.3.2 NONIDEALITIES 
As with most actuators and sensors, both the piezo actuators and the photosensitive diode used 

in this AFM setup are inherently nonlinear and exhibit creep and hysteresis [235, 236]. This 

means that the above described calibration routine is only accurate for a specific set of machine 

parameters, sample-tip interaction, and system settings.  

During X-Y scanning, creep in the X and Y piezo actuators is often manifested in the stretching 

and distortion of the image produced, as evident from the irregular pattern obtained when 

imaging the highly precise nanogrid structures shown in Figure 4.7 (a, b). On the other hand, 

hysteresis is manifested in the difference between the forward and reverse scans shown in 

Figure 4.7 (c). Since the error produced by such nonidealities would mainly affect scanning in 

the plane of the sample surface hence affecting the measurements of the lateral dimensions of 

the graphene flakes, these errors were not deemed to be critical to the major part of this study 

which revolves around force spectroscopy. As such, since piezo actuators are typically most 

linear at the centre of their travel range [237], the calibration factors from the calibration 

procedure outlined in Section 4.3.1 were optimized for the middle 3 × 3 µm area of the image.  

Figure 4.6: (a) A topography image of the XYZ calibration nanogrid circular structure. (b) A section view through 

the white line shown in (a). 
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4.4 FORCE-DISTANCE (FD) CURVES 
While Section 4.2.4 described the theory behind force spectroscopy including how FD curves 

are obtained together with a brief description of a typical curve, the following will explain the 

methodology used to obtain an FD curve and how the latter can be converted to a true tip-

sample force against indentation distance curve. 

Figure 4.7: Topography images of the calibration nanogrid with the highly ordered structures showing the 

manifestation of hysteresis and creep through the distortion of the arrays; (a) circular structures with a pitch size 

of 500 nm (reverse scan), (b) linear structure with a pitch size of 5 µm (reverse scan), and (c) the forward and 

reverse scans of the section view across the white line shown in (b). 
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After obtaining topographic images of the sample for which force curves were to be obtained, 

the tip was then moved to the desired location for indentation. When the FD curve was obtained 

to analyse the mechanical properties of the circular graphene membranes, the tip was located 

within ~50 nm of the centre of the membrane – allowing for positioning errors and drift.  

For each sample, multiple PSD voltage [V] against Z Scanner pre-set indentation depth [nm] 

curves were acquired using a set sweep rate of 23 nm/s. The pre-set indentation depth was 

varied from around 10 nm up to around 100 nm, as discussed in Section 4.5.6 

The procedure used for converting indentation curves to true tip-sample force against 

indentation distance is outlined below. The following subsections will describe the various 

calibration factors and corrections required. 

1. In accordance with the procedure which will be explained in Section 4.4.1, each curve 

was first post-processed for system nonidealities. In brief, for each PSD voltage against 

Z Scanner pre-set indentation distance curve obtained, the best first-order polynomial 

was fitted to the baseline and the interpolated polynomial subsequently subtracted from 

the entire force curve. Subsequently, the point of contact, i.e. zero net interaction force 

and zero indentation depth, was located manually and set as the new origin of the curve.  

2. The PSD voltage [V] was then divided by the sensor sensitivity factor, 𝑆𝑠  [V/nm], 

(Section 4.4.2) to obtain the cantilever deflection, 𝑑 [nm], using Equation 4.2. 

𝑑 [nm] =
𝑃𝑆𝐷 [V]

𝑆𝑠 [ V
nm]

 Equation 4.2 

3. The cantilever deflection, 𝑑, was subtracted from the Z Scanner pre-set indentation 

depth, 𝐷, to obtain the true indented depth, 𝛿 [nm], using Equation 4.3. 

𝛿 [nm] = 𝐷 [nm] − 𝑑 [nm] Equation 4.3 

4. The cantilever deflection, 𝑑, was multiplied by the cantilever spring constant, 𝑘 [N/m] 

to obtain the tip-sample interaction normal force, 𝐹 [nN], using Equation 4.4. 

𝐹 [nN] = 𝑘 [
N
m

] × 𝑑 [nm] Equation 4.4 

 

6 Note that this procedure was also used to indent the XYZ calibration nanogrid for calibration purposes as 
discussed in Section 4.4.1. 
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5. Finally, the force, 𝐹 [nN] was plotted against the indentation distance, 𝛿 [nm] to obtain 

the final FD curve. 

The FD curves obtained from circular graphene membranes were then fitted to Equation 4.5 

which approximates the indented sample to a clamped circular membrane of linear isotropic 

material loaded at the membrane centre [13]. 

𝐹 = 𝜎0
2𝐷𝜋𝛿 +

𝐸2𝐷𝑞3

𝑎2 𝛿3 Equation 4.5 

where  𝐹 is the applied force, 𝛿 is the deflection of the membrane at the centre point (or the 

indented depth), 𝑎 is the graphene membrane radius, 𝜎0
2𝐷  is the pretension of the membrane, 

𝐸2𝐷  is the 2D elastic constant and 𝑞 is a function of the Poisson's ratio and is taken as 𝑞 = 0.98 

[13]. 

4.4.1 SYSTEM NONIDEALITIES 
The Z piezo actuator (or Z Scanner) also exhibits creep and hysteresis. However, unlike for the 

X and Y piezo actuators, errors in the Z piezo actuator will directly affect the accuracy of the 

FD curves acquired. As such, it was deemed necessary to investigate the nature and magnitude 

of these nonidealities. 

In force-distance curves, creep and thermal drift is often manifested in the shifting of the FD 

curves with respect to the zero-force/voltage and zero-distance origin. As such, this can be 

easily corrected by manually locating the zero-force, zero-distance point (or zero-displacement 

point, (ZDP)) on the curve and shifting back each FD curve during post-processing [235]. 

While for force curves obtained from the hard calibration sample the ZDP is often easily 

identifiable, this post-processing procedure can be more difficult when the point of inflection 

cannot be clearly identified, and as such, determining this point will introduce undesirable 

errors. 

Furthermore, the plateau region of the curve, also referred to as the baseline, in which the 

deflection should be close to zero, may be slanted or wavy with respect to the x-axis. This 

artefact is typically attributed to the non-ideal angle between the incident laser beam and the 

sample normal [235] and other minute misalignments in the AFM assembly [238]. To correct 

for the slanting baseline, a linear or first-order polynomial is fitted to the noncontact region, 

and the interpolated polynomial is subsequently subtracted from the entire force curve to adjust 

the linear contact region of the curve [238]. An example of this process is shown in Figure 4.8.  



Chapter 4 – Nanoindentation Using Atomic Force Microscopy 

137 

 

Figure 4.8: An indentation curve obtained from a silicon sample surface prior processing showing the curve 

corrected for creep (red) calculated by subtracting the baseline (dotted blue) from the raw data (black) and shifted 

such that the point of contact is at the origin. 

Once again, fitting the most suitable first-order polynomial to the baseline relies on the proper 

identification of the zero-displacement point. 

The second type of nonideality which can be observed in force-distance curves is hysteresis 

which is evident by lack of re-traceability of the approach and retract curves. More specifically, 

Z Scanner hysteresis is known to produce greater displacement data (more negative in the 

x-axis) during retraction per unit change of Z voltage [235], as shown in Figure 4.9. 

Furthermore, hysteresis is more significant when the piezo is actuated through a larger range 

as clearly visible when comparing curve A to B in Figure 4.9. 

 

Figure 4.9: An indentation curve obtained from a silicon sample surface prior processing showing the approach 

(black) and retract (red) curves showing a hysteresis loop between them.  
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This hysteresis naturally introduces a number of issues when analysing FD curves.  

(i) Firstly, if the Z Scanner produces a greater displacement upon retraction, then the 

zero-displacement point would be different for the approach and retraction curves, as 

indeed shown in Figure 4.9. Necessarily one curve needs to be selected for creep 

correction.  

(ii) The sensor sensitivity factor, 𝑆𝑠, needs to be determined from the slope of the PSD vs. 

Z Scanner curve obtained from a hard silicon sample. If the slope of the approach and 

retraction curves are not the same, then once again one curve must be selected to 

determine this factor.  

(iii) Finally, the 𝑆𝑠 can vary with indentation depth because of the difference in hysteresis 

at different Z Scanner indentation ranges. In fact, indenting the hard silicon sample to 

different indentation depths (i.e. by varying the Z Scanner range) has been shown to 

result in different 𝑆𝑠  values, as will be discussed in Section 4.4.2.1. Therefore, it 

should be established to what indentation depth should the calibration curve be 

performed to determine 𝑆𝑠.  

It is worthwhile noting that the above nonidealities of the Z Scanner are measured by the PSD. 

However, as a sensor, the PSD may also contribute to these nonidealities. As such, the above 

results may be a combination of the nonidealities present both in the Z Scanner piezo actuator 

as well as in the PSD sensor. For the scope of this work, the nonidealities of the Z Scanner 

piezo and the PSD were considered jointly.  

In order to limit the nonidealities inherently present in most AFM systems, a number of 

literature reports [236, 239, 240] attempt at finding a complex mathematical model to correct 

for these issues. Similarly, “second generation” AFMs integrate a closed-loop feedback system 

to correct for these nonidealities automatically, however this is obtained at the expense of other 

system capabilities such as resolution [235]. For AFM systems which do not have such 

capabilities, such as the RHK AFM used in this work, Haugstad [235] suggests to limit the 

cantilever deflection so that the nonidealities of the PSD are minimised [234], either by limiting 

the Z Scanner range or by using stiffer cantilevers – thereby obtaining similar forces at much 

lower deflections. 

Haugstad [235] concludes by emphasising that while these nonidealities may influence 

absolute values, comparative analysis is still adequate given that the same cantilever and 

machine setup is used while the sample is the only variable.  
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4.4.2 CALIBRATION OF THE SENSOR SENSITIVITY FACTOR 
For topographic imaging, the cantilever is only allowed to bend slightly such that the PSD 

senses only a small deflection of the laser (detected by a shift in the voltage) until the feedback 

system corrects for this via the piezo actuators. Conversely, force-distance curves depend on 

gross deflection of the cantilever and as such rely on the accuracy and sensitivity of the PSD 

in converting the motion of laser spot into true cantilever deflection. 

To be able to convert the voltage measured by the PSD into cantilever deflection (refer to 

Equation 4.2), a force-distance curve must be acquired using the cantilever used for the 

preceding7 measurements on a hard sample which resists indentation from the tip. To be 

consistent throughout this study, the same XYZ calibration nanogrid used in Section 4.3.1 was 

used as the sample to obtain 𝑆𝑠. In preliminary studies, for more flexible substrates such as the 

TEM Grids, the 𝑆𝑠 was obtained both from the XYZ calibration nanogrid as well as from the 

substrate just next to the graphene membrane being indented. This was done to assess whether 

any bending or deformation of the substrate during the indentation of the graphene membranes 

affects the 𝑆𝑠 . However, it was found that the difference in the obtained 𝑆𝑠  from the two 

substrates is negligible. Therefore, the XYZ calibration nanogrid was used for all indentations 

performed to obtain the 𝑆𝑠. 

When approaching and indenting a perfectly hard sample with the cantilever/tip, it can be 

assumed that the entire vertical distance that the Z Scanner is lowered beyond the initial contact 

between the tip and the sample is entirely translated to cantilever deflection and thus reflected 

into a PSD voltage. In other words, the resultant curve of cantilever deflection against Z 

Scanner depth should have a slope of 1. Thus, to convert the PSD voltage data [V] into 

cantilever deflection [nm] the PSD voltage is divided by the sensor sensitivity factor, 

𝑆𝑠 [V/nm], which is the slope of the PSD vs Z Scanner curve. Figure 4.10 (a) is an example of 

a curve acquired to obtain 𝑆𝑠, while Figure 4.10 (b) shows how plotting the obtained cantilever 

deflection against the Z Scanner will result in a slope of 1. 

 

7 Since indenting a hard silicon surface with the tip might damage the tip, this procedure is typically done after 
all the data is gathered on the experimental samples. 
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Figure 4.10: Force-distance curves against a silicon sample surface prior processing. (a) The raw PSD voltage 

[V] against Z Scanner distance [nm] data showing a slope i.e. Sensor Sensitivity Factor of 0.00115 V/nm. (b) The 

resulting Cantilever Deflection [nm] against Z Scanner [nm] upon dividing the PSD by the Sensor Sensitivity 

Factor to obtain a slope of 1. 

4.4.2.1 Determination of the Sensor Sensitivity Factor 

While a solution can be found to correct for most of the nonlinearities described in Section 

4.4.1 the precise determination of the sensor sensitivity factor requires a more robust 

investigation. This section presents the methodology employed for such investigation. The 

results obtained allow for a set of conclusions to be drawn and for a methodology to be 

established for determining the 𝑆𝑠 throughout the rest of this work. 

Figure 4.11 shows representative indentation curves obtained from the XYZ calibration 

nanogrid, post-processed such that the point of inflection, or the zero-displacement point, of 

the approach curves coincide with the origin (0,0) of the plot. Both the approach and retract 

curves are shown, once again highlighting the hysteresis present as discussed in Section 4.4.1. 

However, while the slopes of the approach curves are visibly different than the slope of the 

retract curves, the slopes of the two approach curves which were obtained by indenting to 

different pre-set indentation depths are better aligned.  

Standard nanoindentation studies [241] use the retract curves since it is assumed that the 

hysteresis is caused by plastic deformation of the sample. However, no plastic deformation is 

expected to happen with the indentation of graphene. Furthermore, results presented in Section 

4.5 show that multiple indentation curves obtained from exactly the same location are very 

repeatable, confirming that the sample/tip/cantilever are only deforming elastically. Therefore, 

it was decided that the approach curves can be used this study. 
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Figure 4.11: Representative calibration indentation curves obtained from the XYZ calibration nanogrid using 

Tap190DLC, showing both the approach and retract curves for maximum pre-set indentation depths of 19.3 nm 

and 95.3 nm. 

In order to establish a method of determining the correct sensor sensitivity factor using the 

approach curve which is robust and applicable to different AFM probes, a number of 

indentations were carried out using the FM50, Tap190DLC, and DTNCLR probes. The pre-set 

indentation depth (i.e. the distance the Z Scanner piezo lowers the probe into the sample 

surface) was first ramped-up from 20 nm up to maximum (around 90 nm), and then ramped-

down from maximum down to around 20 nm, in steps of around 10 nm. After the post-

processing described in Section 4.4.1 to correct the baseline and zero-displacement origin, the 

slopes of the approach curves were fit to a straight line to obtain the sensor sensitivity factor, 

𝑆𝑠, in each case.  

The sensor sensitivity factors obtained at each indentation depth using some of the different 

probes are plotted in Figure 4.12 (a). Although from the two curves presented in Figure 4.11 

obtained by the Tap190DLC, the two approach slopes appear to be the same, Figure 4.12 

reveals an interesting phenomenon. Ideally, for linear piezo scanners, the sensor sensitivity 

factor should be the same for any indentation depth; however, as evident from Figure 4.12 (a), 

the calculated sensor sensitivity factor is in fact dependent on the indentation depth. As a 

representative example, Figure 4.12 (b) shows how the sensor sensitivity factor, 𝑆𝑠, ranges 

from ~1.16 × 106 V/m up to ~1.32 × 106 V/m when obtained using the same FM50 cantilever 

however at different indentation depths. Given that the cantilever deflection is linear according 

to Hooke’s law, this phenomenon shows that it is the relationship between the Z Scanner piezo 

actuator and the PSD sensor, and hence the sensor sensitivity factor, which is nonlinear.  
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Figure 4.12: (a) The variability of the sensor sensitivity factor with pre-set indentation depth using three different 

types of cantilevers. (b) A representative relationship between the sensor sensitivity factor using an FM50 probe 

(𝑘 = 2.6 N/m) upon increasing (ramp-up) and decreasing (ramp-down) the indentation depth, showing a fit to the 

relationship 𝑆𝑠 = 𝑎𝑑𝑏. 

In order to deal with the nonlinearity of the sensor sensitivity factor, two noteworthy 

observations can be made. Firstly, as evident from Figure 4.12 (a), different probes resulted in 

different sensor sensitivity factors. As such, the 𝑆𝑠 has to be determined for every probe used 

and the force curves have to be post-processed using the individually found 𝑆𝑠. Secondly, for 

all probes used, the 𝑆𝑠  varies with a similar power-law growth. Therefore, the relationship 

between the sensor sensitivity factor, 𝑆𝑠, and the pre-set indentation depth, 𝑑, can be found by 

fitting a power-law relationship of the form of 𝑆𝑠 = 𝑎𝑑𝑏  to the results, where 𝑎 and 𝑏 are 

constants, as shown in Figure 4.12 (b). 

In order to determine the effect of the improved methodology for the determination of 𝑆𝑠 on 

the measurement of the elastic modulus of the  graphene membranes, the FD curves obtained 

from select graphene membranes were each calibrated both using a fixed average value for the 

𝑆𝑠, (termed “Fixed 𝑆𝑠” hereunder) and by using the obtained 𝑆𝑠 – 𝑑 power-law relationship 

(termed “Variable 𝑆𝑠”). The results are presented in Section 4.5, specifically Section 4.5.1.5. 

4.4.3 CALIBRATION OF THE CANTILEVER SPRING CONSTANT 
In order to be able to convert the cantilever deflection (as measured in volts by the photo-

sensitive diode (PSD) and subsequently converted to nanometres using the sensor sensitivity 

factor, 𝑆𝑠, as explained in Section 4.4.2) to a meaningful force value via Equation 4.4, the 

spring constant, 𝑘 , of every cantilever has to be known. While manufacturers specify the 

nominal spring constant of the cantilevers, a slight variation in the individual cantilever 
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dimensions results in a large variability of the spring constants [235] rendering the use of the 

nominal spring constant as provided by the manufacturer not adequate for accurate force-

distance data. As such, in absence of an in-built function to measure or calculate the spring 

constant of the cantilever, a suitable method had to be adopted for finding a more accurate 

value for the spring constant of every cantilever used. 

Amongst the most frequently used methods of calibrating the spring constant of AFM 

cantilevers are the use of a reference cantilever having a well-known spring constant, the Sader 

method [242], the thermal tune method [243], and the geometrical methods [244].  

Possibly one of the most accurate and theoretically straight-forward methods used to find the 

spring constant is the reference cantilever method which involves acquiring a force-distance 

curve with a cantilever of known spring constant (referred to as the reference cantilever) as the 

sample. However, the cantilever to be calibrated has to be positioned precisely over the 

reference cantilever, making sure that the tip is located very close to the end of the reference 

cantilever and centred on its principal axis, with both cantilevers being anti-parallel to each 

other [235]. With the equipment set-up used in this study, precisely locating the scanning 

cantilever over the reference cantilever is not possible. 

Another well-known method of finding the spring constant is known as the Sader method [242]. 

This method has to be applied to a cantilever in a viscous fluid (air or water) [245]. Sader et al. 

[242] note that the resonant frequency of a cantilever depends on the fluid in which the 

cantilever is, mainly due to inertial effects brought about by the fluid. As such, the Sader 

method cannot be used under the UHV conditions used in this study [246]. 

The thermal tune method [243, 247], also considered to be an accurate method of determining 

the spring constant of the cantilever, requires a spectrum analyser to record the motion of the 

cantilever under thermal excitation, which is not available on the RHK AFM system.  

This leaves the possibility of calculating the spring constant of the individual cantilevers using 

geometrical methods which require the accurate determination of cantilever dimensions. The 

most widely used method involves the measurement of the length, 𝑙, width, 𝑤, and thickness, 

𝑡𝐶, of the beam, and calculating the spring constant, 𝑘, by assuming a known cantilever elastic 

modulus, 𝐸, with a rectangular cross-section using Equation 4.6: 

𝑘 =
𝐸𝑤𝑡𝐶

3

4𝑙3   Equation 4.6 
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As an improvement to this method, Poggi et al. [244] cater for the fact that most cantilevers 

actually have a trapezoidal cross-section rather than a rectangular cross-section which is 

assumed in Equation 4.6. However, the proposed method, referred to as the ‘geometrical 

method with trapezoidal cross-section correction’, still does not consider the mass of the tip 

which inherently introduces an inaccuracy in the calculated spring constant. The latter 

deficiency was addressed by Lubbe et al. [246] in the method referred to as the ‘geometrical 

method with tip-mass correction’. 

The method with tip-mass correction suggested by Lubbe et al. [246] is based on the work by 

Cleveland et al. [248] in which known precision weights are added to the end of the cantilever 

and the change in the resonance frequency is measured to calculate the spring constant of the 

cantilever. Lubbe et al. [246] measure instead the fundamental frequency and the first harmonic 

mode of the cantilever oscillation to derive the tip-mass correction that needs to be applied to 

the regular cross-section cantilever. The relevant theories underlying the calibration methods 

suggested by both Poggi et al. [244] and Lubbe et al. [246] are presented in Section 4.4.3.1 and 

Section 4.4.3.2, respectively. 

4.4.3.1 Geometrical method with trapezoidal cross-section correction 

This method of calculating the spring constant of the AFM cantilever only requires the accurate 

measurement of the dimensions of the cantilever and the elastic modulus of the material. The 

geometrical method of calculating the spring constant of the AFM probe with trapezoidal cross-

section correction, as suggested by Poggi et al. [244], is based on the Euler-Bernoulli beam 

theory [249], in which the spring constant, 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙, of a trapezoidal cantilever can be found 

using Equation 4.7: 

𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙 =
3𝐸𝐼
𝑙3  Equation 4.7 

where 𝐸, 𝑙, and 𝐼 are the elastic modulus (𝐸𝑠𝑖𝑙𝑖𝑐𝑜𝑛 = 169 GPa [246, 250, 251]), length, and 

moment of inertia of the cantilever, respectively. Furthermore, the moment of inertia of a beam 

with a trapezoidal cross-section is given by Equation 4.8: 

𝐼 =
𝑡𝐶

3(𝑤1
2 + 4𝑤1𝑤2 + 𝑤2

2)
36(𝑤1 + 𝑤2)  Equation 4.8 

where 𝑡𝐶 is the thickness of the cantilever, and 𝑤1 and 𝑤2 are the widths of the back side and 

tip side of the cantilever, respectively.  
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Following the use of this method, Poggi et al. [244] compare the resonance frequency of the 

beam based on the calculated spring constant (𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙) to the direct measurement of the 

resonance frequency, and report an average difference of only 2%. Furthermore, the authors 

demonstrate a 15% relative uncertainty in their calculated spring constant. This is in contrast 

to a reported 15 to 25% overestimation of the spring constant measured assuming a rectangular 

cross-section, and a 21 to 43% overestimation when using Sader’s method [244]. 

4.4.3.2 Geometrical method with tip-mass correction 

Lubbe et al. [246] start by noting that the spring constants of a set of AFM cantilevers obtained 

by the geometrical method assuming a rectangular cross-section and those obtained using the 

reference cantilever method only deviate by a maximum of 15% between them, thus indicating 

that the geometrical methods (especially if corrected for the trapezoidal cross-section [244]) 

are quite accurate.  

Nonetheless as an improvement to the above-mentioned method, Lubbe et al. [246] consider 

the oscillation analysis of the cantilever in vacuum together with the cantilever dimensions. In 

order to use the natural frequencies of the cantilever to correct for the tip-mass effect, the use 

of the following equations is suggested. A more detailed derivation is given by Lubbe et al. 

[246]. With the suggested method, the spring constant, 𝑘𝑡𝑖𝑝−𝑚𝑎𝑠𝑠, can be found by Equation 

4.9: 

𝑘𝑡𝑖𝑝−𝑚𝑎𝑠𝑠 =
36√2𝑓𝑛

3𝜋3𝑙3(𝑤1 + 𝑤2)2

𝛼𝑛
6√(𝑤1

2 + 4𝑤1𝑤2 + 𝑤2
2  

√𝜌3

𝐸
 Equation 4.9 

where 𝑓𝑛 is the eigenfrequency of the 𝑛th mode, 𝜌 is the density of the cantilever (𝜌𝑠𝑖𝑙𝑖𝑐𝑜𝑛 =

2331 kgm-3 [246, 252]), and 𝛼𝑛 is found by solving numerically Equation 4.10: 

cos 𝛼𝑛 +
1

cosh 𝛼𝑛
+ 𝜇𝛼𝑛(tanh 𝛼𝑛 cos 𝛼𝑛 − sin 𝛼𝑛) = 0 Equation 4.10 

𝜇 is the ratio between the tip mass and the mass of the cantilever beam, and is related to 

Equation 4.11: 

𝑓1

𝑓0
=

𝛼1
2

𝛼0
2. Equation 4.11 

Lubbe et al. [246] also provide a MATLAB script to solve for 𝛼0, 𝛼1 and 𝜇 given 𝑓0 and 𝑓1, 

attached in Appendix D. As such, this method requires the direct measurement of only the 

length and widths of the cantilever, and does away with the measurement of the cantilever 
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thickness which can be challenging to accurately determine due to alignment issues in the SEM. 

Yet, the fundamental frequency and its 1st harmonic need to be found. 

Lubbe et al. [246] report that this method for calculating the spring constant reduces the 

uncertainty to only ±7%. However, they note that this method is less applicable to coated 

cantilevers since any change in the beam’s material (via the presence of a coating) will change 

the parameters that need to be used in the beam model. 

4.4.3.3 Determination of the Cantilever Spring Constant 

In order to be able to select the most suitable method for the calibration of the cantilever spring 

constant, both geometrical methods with the trapezoidal cross-section correction as well as 

with the tip-mass correction were utilized for all the cantilevers used throughout this study. As 

such, before installing each probe in the AFM, electron microscopy was used to measure the 

cantilever’s length, width and thickness, as shown in Figure 4.13. It should be noted that all the 

cantilevers had a trapezoidal cross-section. A frequency scan was also performed for all 

cantilevers inside the UHV AFM chamber to find their resonance frequency, 𝑓0, and its 1st 

harmonic, 𝑓1. As for the other cantilever parameters required, an elastic modulus of 169 GPa 

[246] and density of 2331 kgm-3 [246] were assumed for the silicon cantilevers.  

Table 4.2 presents the cantilevers’ dimensions, resonance frequency and spring constant as 

provided by the manufacturer, and as measured and calculated in this work for all the AFM 

probes used. First of all, it must be noted that the manufacturers provide quite a significantly 

large range of the expected cantilever spring constant for the FM50 and Tap190DLC probes. 

Such error will intrinsically introduce a large error in the calculation of the elastic modulus of 

the graphene membranes, rendering the rest of the results inaccurate. More specifically, the 

Figure 4.13: SEM micrographs of a Tap190DLC probe showing how the (a) length, 𝑙, widths, 𝑤1, 𝑤2, and (b) 

thickness, 𝑡𝐶, were measured. 
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equation used to derive the 2D elastic modulus from the force-distance curves (refer to 

Equation 4.5) shows that the 2D elastic modulus scales proportionally with the force, as in 

Equation 4.12: 

𝐹 ∝ 𝐸2𝐷𝛿3 Equation 4.12 

Since the 2D elastic modulus is directly proportional to the elastic modulus (𝐸 = 𝐸2𝐷

𝑡𝐺
), and the 

force is scaled proportionally by the spring constant (𝐹 = 𝑘𝑑 , Equation 4.4), the spring 

constant, and so the error in the spring constant, is directly proportional to the calculated elastic 

modulus, as in Equation 4.13: 

𝑘 ∝ 𝐸 Equation 4.13 

Therefore, an error in the spring constant of +108% and -50% for the FM50 probes as obtained 

by calculating the percentage error of the minimum and maximum values with respect to the 

nominal value given in the manufacturers’ data as indicated in Table 4.2 (i.e. 5.8−2.8
2.8

× 100 and 

2.8−1.4
2.8

× 100), will introduce proportionally the same error in the calculated elastic modulus. 

Thus, for example, for an elastic modulus of 1 TPa, the measured elastic modulus using the 

nominal spring constant of 2.8 N/m could vary from 0.5 TPa if the actual cantilever spring 

constant was 1.4 N/m, up to 2 TPa if the actual cantilever spring constant was 5.8 N/m. This 

highlights the need to individually calibrate the spring constant of every cantilever used.  

As shown in Table 4.2, upon calculating the spring constant using the geometrical method with 

trapezoidal cross-section correction, 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙 , it was found that all the spring constants 

measured are indeed within the range specified by the manufacturers. Except for one FM50 

cantilever for which the percentage difference between 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙  (5.31 N/m) and the 

nominal spring constant (2.8 N/m) was 89%, the average percentage difference for the FM50 

probes was 20%, that for the Tap190DLC probes was 17%, while that for the DTNCLR probes 

was 25%. Furthermore, calculating 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙  for the DTNCLR probes, for which the 

manufacturer provided individually calibrated spring constants, revealed up to a 30% 

difference. According to the manufacturer, the spring constants were calibrated using a method 

based on the cantilever dimensions and thus it is not clear to what the difference between the 

two spring constants could be attributed. The fact that the manufacturer only provided one 

width dimension instead of two, which would otherwise completely characterise the 

trapezoidal cross-section, indicates that the method used assumes a rectangular cross-section. 
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Moreover, this discrepancy can also be attributed to the presence of the 100 nm thick 

polycrystalline diamond coating on the tip side of the cantilever which can alter the elastic 

modulus of the cantilever from that of silicon as used in the calculations.  

The spring constant of the cantilevers was also found using the geometrical method with tip-

mass correction, 𝑘𝑡𝑖𝑝−𝑚𝑎𝑠𝑠, the results of which are also presented in Table 4.2. As mentioned 

previously, the resonance frequency and its 1st harmonic were found for every cantilever using 

the RHK AFM equipment. The resonance frequency can be easily determined and verified by 

comparison to the nominal resonance frequency specified by the manufacturer. It is the 

determination of the 1st harmonic that can be difficult. This is because for some cantilevers, 

only one peak in the frequency scan can be identified, hence attributed to the resonance 

frequency 𝑓0 while for other cantilevers, multiple peaks can be detected in addition to the most 

intense peak at 𝑓0. This causes some uncertainty to which frequency is the 1st harmonic.  

In the provided MATLAB script, Lubbe et al. [246] suggest that the ratio of 𝑓1
𝑓0

 has to be larger 

than ~6.3 for the underlying beam theory used to be applicable. This was found not to be the 

case for most of the measurement obtained in this work. Such instances, found especially for 

the Tap190DLC cantilevers, resulted in a significant underestimation of calculated spring 

constant compared to 𝑘𝑛𝑜𝑚𝑖𝑛𝑎𝑙 and 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙, with an average percentage difference from 

𝑘𝑛𝑜𝑚𝑖𝑛𝑎𝑙  of 38%. This could be once again attributed to the presence of the 15 nm thick 

diamond-like-carbon coating on the tip side of the cantilever and a 30 nm thick aluminium 

coating on the backside of the cantilever which can change the oscillation behaviour. 

To conclude, considering the above results, the method with tip-mass correction was deemed 

not sufficiently robust for this study. Specifically, this method could not be applied to every 

cantilever due to the difficulties in obtaining the 1st harmonic of the natural frequency, 𝑓1. 

Therefore, it was decided that the method with trapezoidal cross-section correction was better 

suited to calibrate the spring constants of the FM50 and Tap190DLC cantilevers, with the 

average percentage difference between 𝑘𝑛𝑜𝑚𝑖𝑛𝑎𝑙  and 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙  being less than the error 

given by the manufacturers’ wide range of values. Finally, since the DTNCLR probes were 

calibrated individually by the manufacturer and the calculated 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙  were always 

between 19% to 31% less than the provided values, it was decided that the manufacturer values 

were to be used. Furthermore, this was necessary to avoid the introduction of errors caused by 

the presence of the diamond coating which inevitably affects the beam’s elastic modulus but is 

not accounted for by the geometrical technique. 
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Table 4.2: The cantilever length, 𝑙, width, 𝑤, and thickness, 𝑡, are given in µm, the spring constant, 𝑘, is given in N/m, and the resonance frequency, 𝑓0, and the 1st order 

harmonic, 𝑓1, are given in kHz. 

 Nominal Values Measured Values 
Probe 𝒍 𝒘 𝒕𝑪 𝒌𝒏𝒐𝒎𝒊𝒏𝒂𝒍 𝒇𝟎 𝒍 𝒘𝟏 𝒘𝟐 𝒕𝑪 𝒇𝟎 𝒇𝟏 𝒌𝒕𝒓𝒂𝒑𝒆𝒛𝒐𝒊𝒅𝒂𝒍 𝒌𝒕𝒊𝒑−𝒎𝒂𝒔𝒔 

FM
50

 

240 ± 5 35 ± 5 3.0 ± 0.5 
2.8 

(1.4 - 5.8) 
75 

(58 - 97) 

218.2 32.63 18.22 3.36 76.69 482.72 3.82 2.29 
221.0 32.63 17.64 3.20 77.14 - 3.13 - 
221.2 32.18 18.08 3.06 77.39 - 2.74 - 
219.9 32.04 17.34 3.82 77.97 487.97 5.31 2.07 
214.6 32.63 17.93 3.2 76.84 483.41 3.44 2.16 
211.9 32.33 17.64 3.23 75.00 489.94 3.63 2.78 
209.9 33.22 17.05 3.00 79.14 496.82 2.99 2.10 
221.3 33.22 17.05 2.90 79.44 511.79 2.55 3.42 
219.6 33.22 18.22 3.18 79.54 500.08 4.13 2.58 

Ta
p1

90
D

LC
 

225 ± 10 38 ± 5 7 ± 1 
48 

(28 - 75) 
190 

(160 - 220) 

226.6 56.44 19.40 7.80 160.72 1002.08 60.15 31.22 
224.0 55.30 18.67 7.76 159.64 - 59.66 - 
226.9 54.67 18.96 7.55 159.67 994.20 57.34 29.82 
224.0 55.26 18.81 7.81 159.05 999.69 60.97 32.23 
215.8 54.53 18.52 7.96 159.26 - 71.17 - 
225.2 54.97 18.81 7.91 158.57 987.73 62.13 28.64 
224.9 54.24 19.11 7.47 159.71 997.85 52.44 28.92 
224.9 53.50 18.22 7.77 156.27 975.72 57.44 26.55 
226.3 54.67 19.11 7.35 156.90 - 42.72 - 
225.8 53.79 18.22 7.06 156.43 186.70 42.72 27.07 
221.9 53.50 18.52 7.06 157.21 978.00 45.15 26.04 
215.5 53.50 18.22 7.06 156.56 1882.60 48.86 56.87 
219.6 53.79 19.11 7.64 157.58 1977.80 59.96 62.19 
221.9 54.67 18.81 - 156.51 1775.96 44.86 63.50 
221.0 53.20 18.22 7.30 156.30 975.50 50.03 25.10 
221.0 54.09 18.22 7.35 157.31 980.27 51.58 25.93 

D
TN

C
LR

 225 35 6.4 54 189 224.4 53.50 18.22 6.76 193.02 1202.00 38.08 49.70 
225 35 6.4 54 189 219.6 54.38 19.99 6.47 191.93 1852.75 37.32 114.38 
225 35 6.5 55 190 218.1 54.38 18.52 6.80 194.50 1209.29 42.91 47.45 
225 35 6.6 59 194 217.8 54.09 18.22 7.06 192.13 1202.70 47.76 45.22 
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4.5 INDENTATIONS ON AS-DEPOSITED 

MECHANICALLY EXFOLIATED GRAPHENE 
As outlined in Chapter 3, a PDMS stamp was used to mechanically exfoliate HOPG and 

subsequently deposit graphitic flakes onto the patterned PAA/Si substrate. The samples 

produced were imaged via optical microscopy to identify areas of high yield, and also identify 

and document thinner graphene flakes when these appear to cover the holes in the substrate – 

hence creating the desired circular suspended graphene membranes.  

Samples with higher yields of such suspended flakes were then imaged using static contact 

mode AFM. Once a relatively thin graphene flake (typically less than 25 nm in thickness, as 

measured by AFM) completely covering one of the substrate holes has been located and 

imaged, the probe was situated in the middle of the circular graphene membrane to obtain a 

number of force-distance curves. FD curves were obtained both during ramp-up and ramp-

down experiments. During ramp-up, pre-set indentation depths were increased from 10 nm up 

to around 100 nm, in 10 nm increments, whilst obtaining at least three repeated curves at each 

depth. This was followed by decreasing pre-set indentation depths from the maximum 100 nm 

down to 10 nm for the ramp-down experiments. 

After the required FD curves from the graphene membrane were obtained, the same tip was 

used to image the XYZ calibration nanogrid and a number of FD curves were obtained for 

calibration purposes, as discussed in Section 4.4. Analysis of the FD curves, both for calibration 

purposes, as well as to convert the PSD voltage and Z Scanner pre-set indentation depth into 

the indentation force and true indented depth, was carried out according to the procedure 

outlined in Section 4.4. 

A total of 12 graphene membranes across 8 mechanically exfoliated graphene flakes were 

indented and analysed using such procedures. Section 4.5.1 and Section 4.5.2 illustrate two 

representative case studies which were used to investigate a number of phenomena and 

relationships between different indentation parameters. A discussion on the results obtained 

upon indenting the case study membranes and other graphene membranes is presented in 

Section 4.5.3.  
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4.5.1 CASE STUDY 1 – FLAKE D 
Figure 4.14 shows an example of an optical micrograph of a graphene flake with a measured 

thickness of 16 nm together with corresponding AFM topographical images. Three AFM 

probes, whose details are listed in Table 4.3, were used both for imaging as well as for 

indentation studies using AFM. SEM images of the cantilevers and tips before and after use 

are shown in Figure 4.15, Figure 4.16 and Figure 4.17. 

A number of FD curves using the Tap190DLC, FM50, and DTNCLR probes were obtained 

from the circular graphene membrane shown in Figure 4.14. Once again, the pre-set indentation 

depth was varied from around 10 nm up to the maximum value of 97.5 nm. The pre-set 

indentation depth was first ramped-up from minimum up to maximum, and then ramped-down 

from maximum down to the minimum indentation depth, in steps of 10 nm. For each depth, 

between 2 and 5 repeated readings were obtained.  

 

Figure 4.14: (a) Optical micrograph and (b, c) AFM topographical images of the graphene membrane 

investigated in Case Study 1. The circular graphene membrane as well as several folding of the graphene layers 

are indicated.  

Table 4.3: The AFM probes used together with the nominal spring constant, 𝑘𝑛𝑜𝑚𝑖𝑛𝑎𝑙 , and the calculated spring 

constants, 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙 . 

Probe Nominal Spring Constant,  
𝒌𝒏𝒐𝒎𝒊𝒏𝒂𝒍 

Measured Spring Constant,  
𝒌𝒕𝒓𝒂𝒑𝒆𝒛𝒐𝒊𝒅𝒂𝒍 

FM50 2.8 N/m 2.74 N/m 

Tap190DLC 48 N/m 51 N/m 

DTNCLR 54 N/m * 

* As provided by the manufacturer’s certificate. 
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Figure 4.15: SEM images of the FM50 (a, b) cantilever and (c, d) tip (c) before and (d) after use. 

 

Figure 4.16: SEM images of the Tap190DLC (a, b) cantilever and (c, d) tip (c) before and (d) after use. 

To investigate the system nonidealities in depth, a number of indentations were also carried out 

on the XYZ calibration nanogrid using the FM50, Tap190DLC, and DTNCLR tips. The pre-

set indentation depth was first ramped-up from 20 nm up to a maximum of 95 nm, and then 

ramped-down from maximum down to around 35 nm, in steps of around 10 nm. The slopes of 

the approach curves were fit to a straight line to obtain the sensor sensitivity factor, 𝑆𝑠, which 

is required for the post-processing of the FD curves obtained from the graphene membranes.  
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Figure 4.17: SEM images of the DT NCLR (a, b) cantilever and (c, d) tip (c) before and (d) after use. 

4.5.1.1 Sensor Sensitivity Factor Calibration 

Figure 4.18 shows representative indentation curves obtained from the XYZ calibration 

nanogrid, post-processed such that the point of contact of the approach curves coincide with 

the origin (0, 0) of the plot, as described in Section 4.4.1. Both the approach and retract curves 

are shown, once again highlighting the hysteresis present as discussed in Section 4.4.1.  

The sensor sensitivity factors obtained at each indentation depth are plotted in Figure 4.19 (a), 

(b) and (c) for FM50, Tap190DLC and DTNCLR, respectively. Although from the two curves 

obtained by the Tap190DLC, presented in Figure 4.18, the slopes of the two approach curves 

Figure 4.18: Representative calibration indentation curves obtained from the XYZ calibration nanogrid using 

Tap190DLC, showing both the approach and retract curves for maximum indentation depths of 19.3 nm and 

95.3 nm. 
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appear to be the same in the overlapping region, i.e. up to an indentation depth of 20 nm, Figure 

4.19 (b) confirms the nonlinearity of the piezo Z Scanner and/or the PSD sensor as discussed 

in Section 4.4.1. Specifically, from the data shown in Figure 4.19 (b), the piezo scanner appears 

to be linear for small indentation depths (up to around 40 nm) resulting in a 𝑆𝑠  of around 

1.217×106 V/m, yet nonlinear for larger indentation depths, increasing the 𝑆𝑠  to 

1.295×106 V/m for an indentation depth of 95.3 nm. A hysteresis loop between the sensitivity 

factors obtained from ramp-up and ramp-down curves is also indicated. A similar nonlinearity 

and hysteresis effect was observed using the FM50 cantilever, as shown in Figure 4.19 (a). 

Unlike the case when using Tap190DLC, the sensor sensitivity factor obtained using both the 

FM50 and DTNCLR probes was noted to be nonlinear throughout the range of indentation 

depths. As such, the sensor sensitivity factor was recorded to be as low as 1.076×106 V/m for 

an indentation depth of approximately 23 nm and as high as 1.166×106 V/m for an indentation 

depth of up to 80 nm for the FM50 while the sensor sensitivity factor using the DTNCLR probe 

varied from 1.134×106 V/m up to 1.338×106 V/m. Hysteresis between the ramp-up and ramp-

down was not evident when using the DTNCLR probe. 

 

Figure 4.19: The sensor sensitivity factor, 𝑆𝑠, as measured from the slope of the approach curves for (a) FM50, 

(b) Tap190DLC and (c) DTNCLR tips.  
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In order to determine by how much the observed nonlinearity affects the final results for the 

FD curves obtained from the graphene membranes, the FD curves were each calibrated both 

using a fixed, mid-range 𝑆𝑠
 of 1.255×106 V/m for Tap190DLC, 1.130×106 V/m for FM50, and 

1.280×106 V/m for DTNCLR, as well as an adjusted, variable 𝑆𝑠
 calculated according to the 

best function fitted to the data in Figure 4.19, i.e. considering the nonlinearity.  

4.5.1.2 Indentation Experiments on the Graphene Membrane 

Figure 4.20 shows a representative force curve as acquired from a single indentation, showing 

both the approach (loading) curve and the retract (unloading) curve. Although the retract curve 

does not perfectly retrace the approach curve, the hysteresis observed is correlated to the same 

hysteresis observed on the XYZ calibration grid with ‘infinite stiffness’, such as in Figure 4.18 

(Section 4.4.1). As such, this hysteresis is attributed to nonlinearities of the AFM system rather 

than to plastic deformation of the sample. Accordingly, only the approach curves were used in 

the following analysis. 

Figure 4.21 shows representative post-processed FD curves obtained from both the ramp-up 

and ramp-down using Tap190DLC, at different indentation depths. For clarity only the 

approach curves calibrated using a variable sensor sensitivity factor, 𝑆𝑠, are shown. It is clear 

that the FD curves obtained are generally very repeatable particularly up to an indented depth 

of 6 nm. A snap-to-contact phenomenon also occurred for all indentations as evidenced by the 

dip observed just before the (0,0) contact point. Some variation is noted at higher indented 

depths especially for the ramp-up curves, while the ramp-down curves overall differed slightly 

when compared to the majority of the ramp-up curves obtained. Nonetheless, the good 

repeatability for the obtained FD curves indicates that the graphene membrane is not being 

damaged by repeated indentation and no slipping is occurring. Similar results were obtained 

using the FM50 and DTNCLR probes. 
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Figure 4.20: Representative FD curve showing the approach and retract curves for a single indentation prior 

post-processing. 

 

Figure 4.21: Representative FD curves obtained from the same graphene membrane using the Tap190DLC probe 

during (a) ramp-up (when the indented depth is increased from the previous indentation), and (b) ramp-down 

(when the indented depth is decreased from the previous indentation); (c) presents all the curves. 
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4.5.1.3 Pre-Set Indentation Depth vs. True Indented Depth  

First, the relationship between the pre-set indentation depth and the true indented depth upon 

indenting the graphene membranes was investigated. Figure 4.22 presents the true indented 

depth against the pre-set indentation depth using the FM50, Tap190DLC and DTNCLR probes 

for the same mechanically exfoliated graphene membrane. In an ideal system, it is expected 

that the indented depth is linearly proportional to the pre-set indentation depth, that is, 

increasing the pre-set indentation depth will always lead to a linear and equivalent increase in 

the indented depth. However, it was noted that the two are non-linearly proportional, especially 

when using the Tap190DLC. Furthermore, at larger indentation depths (in excess of 90 nm) 

using Tap190DLC, the real indented depth saturates to around 27 nm with large scatter. Upon 

closer inspection of the FD curves, this saturation is reflected in the way that the curves assume 

a quasi-asymptotic nature at large indented depth. Moreover, upon comparing the maximum 

real indented depth achieved using the three cantilevers, it is evident that a cantilever with the 

Figure 4.22: The true indented depth against the pre-set indentation depth upon indenting the graphene membrane 

using the (a) FM50, (b) Tap190DLC, and (c) DTNCLR probes. All obtained FD curves were calibrated using 

both a fixed sensor sensitivity factor, F. 𝑆𝑠, and a variable sensor sensitivity factor, V. 𝑆𝑠. 
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lowest spring constant (FM50) is able to indent the graphene membrane less than the cantilever 

with the highest spring constant (DTNCLR) is able to. 

4.5.1.4 Indentation Force vs. Indentation Depth 

Figure 4.23 shows the maximum indentation force recorded for every FD curve obtained 

against the pre-set indentation depth and the real indented depth. While the indentation force 

is more or less linearly proportional to the pre-set indentation depth, the indentation force is 

once again non-linearly proportional to the indented depth as is especially evident for 

Tap190DLC, as shown in Figure 4.23 (d). This can be explained by the fact that, at higher 

indentation depths (or strain), the graphene membrane deflects less, and in turn causes the 

cantilever to deflect more. Therefore, this nonlinearity is attributed to the nonlinear response 

of the graphene membrane under deformation. This is particularly evident when using the 

Tap190DLC and DTNCLR probes which have higher spring constants and hence are able to 

indent the graphene membrane to larger extents.  

4.5.1.5 Fixed vs. Variable Sensor Sensitivity Factor, 𝑺𝒔 

Figure 4.22 and Figure 4.23 also highlight the difference between the results obtained using a 

fixed 𝑆𝑠
 and a variable 𝑆𝑠 – the black data points obtained using a fixed 𝑆𝑠

 deviate from the red 

data points obtained from the same raw FD curves using a variable 𝑆𝑠. The calibrated force-

distance curves were used to derive and calculate the elastic modulus of the graphene 

membrane. 

As described in Section 4.4, the approach FD curves, both calibrated using a fixed 𝑆𝑠
 as well 

as a variable 𝑆𝑠, were fit to Equation 4.14 (derived from Equation 4.5).   

𝐹 = 𝐴𝛿 + 𝐵𝛿3 Equation 4.14 

Parameter 𝐴 was used to find the pretension of the membrane, 𝜎0
2𝐷, via Equation 4.15, while 

parameter 𝐵 was used to find the 2D elastic constant, 𝐸2𝐷, via Equation 4.16, where 𝑎 is the 

radius of the circular membrane (675 × 10-9 m) and 𝑞 = 0.98. 

𝜎0
2𝐷 =

𝐴
𝜋

 Equation 4.15 

𝐸2𝐷 =
𝐵𝑎2

𝑞3  Equation 4.16 

In order to obtain the elastic modulus, 𝐸, the 2D elastic constant was divided by the measured 

thickness of the membrane (16 × 10-9 m).  
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Figure 4.23: The maximum indentation force against (a, c, e) the pre-set indentation depth, and (b, d, f) the 

indented depth using the FM50 (a, b), Tap190DLC (b, c), and DTNCLR (e, f) probes. 

Figure 4.24 shows the calculated elastic moduli as measured using all the three probes, at 

various indentation depths and post-processed using both the fixed 𝑆𝑠
 and the variable 𝑆𝑠 . 

Figure 4.25 shows the averages with error bars representing the standard deviation of all the 

calculated elastic moduli, from the ramp-up and ramp-down measurements, using both the 

fixed 𝑆𝑠 and variable 𝑆𝑠. Note that in Figure 4.25, data obtained from pre-set indentation depths 

< 20 nm was ignored since, especially using the FM50 cantilever, for indented depths less than 
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around 3.5 nm the calculated values for the elastic modulus varied significantly with unrealistic 

values. 

A closer look at the results and how the calculated elastic modulus changes with the indentation 

depth and the used sensor sensitivity factor reveals some interesting effects. Studying the data 

points in Figure 4.24, one can notice that the data using a fixed sensitivity factor has a larger 

variance or scatter than that from variable sensitivity factors. This is additionally reflected in 

the smaller error bars for “Variable 𝑆𝑠” compared to “Fixed 𝑆𝑠” in Figure 4.25.  

Figure 4.24: The calculated elastic modulus against (a, c, e) the pre-set indentation depth, and (b) the indented 

depth using the (a, b) FM50, (c, d) Tap190DLC, and (e, f) DTNCLR probes. 
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Figure 4.25: The average calculated elastic modulus, 𝐸, using both a fixed 𝑆𝑠 and variable 𝑆𝑠, for all three probes 

used. The error bars represent the standard deviation.  

Furthermore, while there is a slight trend for an increasing elastic modulus with indentation 

depth using the fixed 𝑆𝑠, this trend is less evident when using a variable 𝑆𝑠. This indicates that 

the non-linearity of the Z Scanner, as reflected in a nonlinear sensitivity factor with indentation 

depth as shown in Figure 4.19, does indeed affect the final calculated elastic modulus. 

Additionally, the use of a variable sensitivity factor is observed to reduce the nonlinearity in 

the results, and hence reduce the dependence of the calculated elastic modulus on the 

indentation depth. The hysteresis in the Z Scanner is still observed, especially at the extremities 

(i.e. for the lower and higher indentation depths) when comparing the ramp-up with the ramp-

down data.  

4.5.1.6 Errors at Low and High Indentation Depths 

Figure 4.26 shows the reduced chi-squared and adjusted R-square of the fitting procedure and 

the standard error of parameter 𝐵 against the pre-set indentation depth, using all three probes.  

When using the stiffer Tap190DLC (Figure 4.24 (c)), one can deduce that the nonlinearities of 

the system are least manifested at mid-range indentation depths, i.e. at pre-set indentation 

depths of around 40 to 80 nm. This ideal range is also reflected in the quality of fit and standard 

errors displayed in Figure 4.26 (c, d) – the standard error (Figure 4.26 (c)) is lowest between 

40 and 80 nm and is seen to increase significantly at lower and higher pre-set indentation 

depths. Likewise, the adjusted R-square representing the goodness of fit is closest to a value of 

1 with least variance for the same indentation depths. 
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Figure 4.26: The (a, c, e) reduced chi-square and adjusted R-square, and (b, d, f) standard error of parameter B 

of the fitting procedure, against the pre-set indentation depth using the (a, b) FM50, (c, d) Tap190DLC, and (e, 

f) DTNCLR probes.  

When using the softer FM50 (Figure 4.24 (a)), one can deduce that the nonlinearities of the 

system are mostly manifested at lower indentation depths, i.e. at pre-set indentation depths of 

less than around 30 to 40 nm. The pre-set indentation depth range, at which the calculated 

elastic modulus is more stable, is also seen to apply for FM50 as reflected in the goodness of 

fit and standard errors displayed in Figure 4.26 (a, b) – the adjusted R-squared (Figure 4.26 (a)) 

is highest between 40 and 80 nm and is seen to decrease significantly especially at lower pre-
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set indentation depths. The same trends and conclusions can be drawn for the results obtained 

by the DTNCLR probe, shown in Figure 4.24 (e, f) and Figure 4.26 (e, f). 

It was also noted that when the indented depth was very low, less than around 3.5 nm, negative 

values for the elastic modulus was sometimes obtained. This happens because at such low 

indentation depths, while keeping the same data rate acquisition as the rest of the indentations, 

the signal to noise ratio can be too small. As such, the fit is very poor and not representative of 

the general shape of the FD curve.  

In conclusion, the method which best reduces the errors and the effects of nonlinearities of the 

system on the results involves obtaining the function of the sensor sensitivity factor calibration 

curve (similar to that shown in Figure 4.12 (b)) and using it to adjust the sensitivity factor used 

for post-processing depending on what pre-set indentation depth is used, i.e. using a variable 

𝑆𝑠.  

Secondly, the pre-set indentation depth should be kept between 40 and 80 nm. This results in 

an elastic modulus of 1.66 ± 0.55 TPa using FM50, 2.93 ± 0.34 TPa using Tap190DLC, and 

0.86 ± 0.07 TPa using DTNCLR. With these results, it can be noted that the standard deviation 

indeed reduced. Nevertheless, the average values for the elastic modulus of the same graphene 

membrane are significantly different when measured using different AFM probes, as shown in 

Figure 4.27. Moreover, Figure 4.28 plots the individual calculated values for the elastic 

modulus at all indentation depths. 

 

Figure 4.27: The average calculated elastic modulus, 𝐸, using a variable 𝑆𝑠, and a pre-set indentation depth of 

between 40 nm and 80 nm, for all three probes. Error bars represent the standard deviation. 
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Figure 4.28: Calculated elastic modulus, 𝐸, against indented depth using all three probes. 

 

Figure 4.29: The maximum indentation force at maximum indented depth for every FD curve obtained on the 

same graphene membrane using the FM50, Tap190DLC, and DTNCLR tips, calibrated with the variable 𝑆𝑠. 

The end data point for each FD curve (i.e. representing the maximum force applied at the full 

indented depth) obtained at different indented depths were used to build an FD curve, as shown 

in Figure 4.29. Fitting Equation 4.14 to the data points acquired using the FM50 probe and 

DTNCLR probes (dashed blue curve in Figure 4.29), and calculating the elastic modulus 

reveals an elastic modulus of 0.51 TPa, while an elastic modulus of 2.65 TPa is obtained for 

the data points acquired using the FM50 and Tap190DLC probes (dashed red curve in Figure 

4.29). On the other hand, fitting Equation 4.14 to the data points acquired using the 

Tap190DLC and DTNCLR probes separately (solid red and blue curves in Figure 4.29), reveals 

an elastic modulus of 2.42 TPa and 0.53 TPa, respectively.  
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4.5.2 CASE STUDY 2 – FLAKE C 
The second case study discusses the indentations performed on Flake C from Chapter 3 having 

an average thickness of 25 nm. An optical micrograph and a corresponding AFM topographical 

image are presented in Figure 4.30. The two graphene membranes which covered the entire 

hole in the substrate are labelled M01 and M02. The indentations were performed using similar 

FM50 and Tap190DLC tips via AFM. The probes, imaged in Figure 4.31 and Figure 4.32, had 

a calculated cantilever spring constant of 3.82 N/m and 62.13 N/m, respectively. The 

membranes were indented several times (at least 11 times) with the pre-set indentation depth 

being again varied from around 20 nm up to around 90 nm. A number of indentation curves 

were also obtained on the XYZ calibration nanogrid after indenting the graphene membranes 

to determine the sensor sensitivity factor. The following sections present and discuss the results 

obtained. 

 

Figure 4.30: (a) Optical micrograph and (b) AFM topographical image of the graphene membrane investigated 

in Case Study 2. Two circular graphene membranes, M01 and M02, are indicated. 



Chapter 4 – Nanoindentation Using Atomic Force Microscopy 

166 

 

Figure 4.31: SEM images of the FM50 (a, b) cantilever and (c, d) tip (c) before and (d) after use. 

 

Figure 4.32: SEM images of the Tap190DLC (a, b) cantilever and (c, d) tip (c) before and (d) after use. 

4.5.2.1 Sensor Sensitivity Factor Calibration 

Figure 4.33 shows the sensor sensitivity factors obtained at various indentation depths using 

both the FM50 and Tap190DLC probes.  

Considering the data presented in Figure 4.33 (a), an average sensor sensitivity factor of 

1.1 × 106 V/m was used for the FD curves obtained using the FM50 probe. On the other hand, 

the FD curves obtained from the Tap190DLC probe were post-processed using a variable 

sensor sensitivity factor according to the calibration curve fitted in Figure 4.33 (b). 
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Figure 4.33: The sensor sensitivity factor, 𝑆𝑠, as measured from the slope of the approach curves for (a) FM50 

and (b) Tap190DLC.  

4.5.2.2 Indentation Experiments on the Graphene Membrane 

Upon examining the FD curves obtained using the FM50 probe, it was noted that all the force 

curves obtained were relatively steep i.e. the force rapidly increased with indentation depth, 

and while the pre-set indentation depth was increased up to 70 nm, the indented depth was 

never more than 4 nm. Upon fitting the post-processed force curves to the cubic equation that 

models the indentation of thin graphene membranes (Equation 4.14), the obtained values for 

the elastic modulus varied widely from negative values up to 50 TPa. Such unrealistic results 

are being attributed to the fact that the FM50 cantilever is too flexible with a spring constant 

of just 3.82 N/m for the relatively thick 25 nm graphene membrane. As such, the cantilever 

was not sufficiently stiff to indent the graphene and most of the Z Scanner indentation distance 

was manifested as cantilever deflection rather than graphene membrane deformation.  

Figure 4.34 shows all the results obtained from the force curves using the Tap190DLC probe. 

From the representative force curves in Figure 4.34 (a), it can already be noted that first of all, 

the curves are somewhat repeatable for the individual membranes, eliminating the possibility 

of the membranes being damaged or modified during the indentations. Furthermore, the force 

curves obtained from M02 are generally steeper than those from M01. The same trends with 

respect to how the maximum indentation force and elastic modulus change with the pre-set 

indentation depth or true indented depth as those investigated in Case Study 1 are present. 

Predominantly, the increased elastic modulus as measured from lower indentation depths is 

evident (Figure 4.34 (e, f)). As suggested in Case Study 1, the average elastic modulus obtained 

considering pre-set indentation depths of between 40 nm to 80 nm was found to be 
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2.18 ± 0.28 TPa for M01, and 3.43 ± 0.34 TPa for M02. The standard deviation for both these 

values is adequately small meaning that the individual results are repeatable. 

 

Figure 4.34: Results from indentations carried out using the Tap190DLC probe on graphene membranes M01 

and M02. (a) Representative FD curves, (b) the true indented depth of the graphene membranes upon indentation 

against the pre-set indentation depth, (c, d) the maximum indentation force against (c) the pre-set indentation 

depth, and (d) the indented depth, and (e, f) the calculated elastic modulus against (e) the pre-set indentation 

depth, and (f) the indented depth. 
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4.5.3 DISCUSSION  
A total of twelve graphene membranes across eight mechanically exfoliated graphene flakes 

were indented and analysed using the procedures outlined above. The case studies presented in 

Section 4.5.1 and Section 4.5.2 were chosen due to their representative nature with respect to 

the results obtained. Based on both these case studies as well as the other indented graphene 

membranes, a number of observations can be made.  

Primarily, the scope of performing indentations via AFM on graphene membranes is to 

measure the elastic modulus of the graphene membrane material. However, from the results 

presented in this section, the values for the elastic modulus of graphene were seen to vary 

appreciably from an average of 0.53 TPa to an average of 3.43 TPa. Such deviations from the 

established value of elastic modulus of graphene of 1 TPa as found and reported in literature 

[13] can be attributed to many factors.  

Variability in the measured elastic modulus of the graphene membranes can be ascribed to 

various factors including: 

(i) The synthesis route: In this work the graphene flakes were all mechanically 

exfoliated from the same HOPG parent material using the same exfoliation 

technique in a controlled environment;  

(ii) The substrate material: The exfoliated graphene flakes were deposited on the same 

patterned PAA/Si substrate; 

(iii) AFM testing: The same RHK-AFM equipment and testing conditions were utilised, 

and; 

(iv) Data acquisition and post-processing: The same methods of acquiring and post-

processing the force-distance curves were used. 

Moreover, overall, although some variability between flakes can exist as these were prepared 

over a period of time, the Raman spectra of the graphene flakes confirm that the flakes were 

all of high crystalline quality. This is evidenced by the insignificant or entirely absent D peak, 

as shown in Chapter 3. Therefore, it is expected that since the same material is being 

investigated using the same set-up and technique, the measured elastic modulus of graphene 

should be relatively consistent. Thus, other factors must be causing significant variability in 

the measured elastic moduli.  



Chapter 4 – Nanoindentation Using Atomic Force Microscopy 

170 

A factor which may cause significant errors in the measured 𝐸  value of the graphene 

membranes is the thickness of the graphene – or specifically the inconsistencies between the 

various membranes which is also subject to measurement error. As explained in Section 4.4, 

the 2D elastic modulus extracted from the fitting procedure, 𝐸2𝐷 [N/m], is simply divided by 

the thickness, 𝑡𝐺 , of the graphene membrane to obtain the bulk elastic modulus, 𝐸  [TPa]. 

However, while the thickness of single-layer graphene is generally accepted to be 0.335 nm, 

the thickness of the mechanically exfoliated multi-layer graphene flakes in this study had to be 

measured for every flake using topography imaging via AFM. As such, the 𝐸2𝐷 was divided 

by the average thickness found from the AFM topography scans as shown in Chapter 3. 

Nonetheless, it is believed that this method of obtaining the thickness value, 𝑡𝐺 , is subject to 

significant error, up to ± 2.5 nm. This error significantly affects the resulting value of 𝐸. For 

instance, for graphene membrane M02 in Case Study 2, while the average elastic modulus 

calculated on a thickness of 25 nm was 3.43 TPa, increasing the thickness by 2.5 nm results in 

a decreased elastic modulus of 3.12 TPa. Therefore, comparing elastic moduli obtained for 

different flakes is subject to uncertainty originating from inaccurate membrane thickness 

measurement.  

Additionally, as described in Chapter 3, the holes in the substrate were prepared using a 

masking technique which relies on the ability of semi-molten PS beads to act as a mask for the 

PAA deposition, and on the subsequent dissolution of the same PS beads. While imaging the 

clean substrate via SEM and AFM revealed adequately consistently sized holes, minor changes 

in the hole diameter and hence graphene membrane diameter, 2𝑎, can affect the measured value 

of the elastic modulus (refer to Equation 4.5). Moreover, the presence of relatively thick MLG 

flakes covering the holes make the measurement of the membrane diameter via AFM more 

prone to inaccuracy since the edges of the holes are not well-defined. The ‘tip-broadening’ 

effect and system nonlinearities in the X and Y directions further distort the topography image 

as discussed in Section 4.3.2. 

The above, coupled with the fact that the mechanical exfoliation technique yields a small 

quantity of flakes each with different thicknesses, makes it very challenging to locate and 

indent multiple graphene membranes having the same thickness and geometry. This limits the 

ability to get repeated results or to study the effect of membrane thickness on the real value of 

its elastic modulus while being statistically robust. 
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To eliminate the problem of varying membrane thicknesses and diameters, the same membrane 

can be indented multiple times using different techniques, most specifically different AFM 

probes and different indentation depths. In fact, for both case studies presented in this section, 

each membrane was indented using at least two different probes having different spring 

constants, with each probe being used to indent the membranes to different depths.  

The second major observation which could be made after analysing the indentation results from 

the mechanically exfoliated graphene membranes is that the measured elastic modulus appears 

to be inflated at the smallest  indentation depths used in this work. The measured elastic 

modulus appears to stabilize to lower values at pre-set indentation depths ranging between 40 

to 80 nm. Additionally, as evident in both case studies presented, it can be noted that for the 

same graphene membrane, the average measured elastic modulus is different when using 

different probes. However, the relationship between the probe spring constant and the 

measured elastic modulus is not a linear one; in Case Study 1, the Tap 190DLC having a 

middle-range spring constant produced the highest values for 𝐸, while the DTNCLR probe 

having the highest spring constant produced the lowest values for 𝐸. The softest FM50 probe 

produced a middle-range average value of elastic modulus of 1.66 ± 0.55 TPa. On the contrary, 

the use of the FM50 probe in Case Study 2 did not yield useful results as the membrane was 

too stiff for the cantilever to successfully indent, whereas the use of the Tap190DLC yielded 

more repeatable results. Once again, in order to be able to investigate the relationship between 

the measured elastic modulus and the probe’s spring constant, more indentations need to be 

performed on very similar graphene membranes having verifiable identical thicknesses. 

As such, the mechanical exfoliation technique used did not give enough yield of graphene 

membranes having consistent thicknesses to be able to investigate the reason behind the large 

deviations in the measured elastic modulus. Conversely, it was predicted that CVD-grown 

single-layer graphene can yield more reproducible results. As such, the procedures and 

methods established in Section 4.4, as well as the use of a variable sensitivity factor as 

described in Section 4.5.1.5, were applied to the CVD-grown SLG membranes as prepared in 

Chapter 3. The results will be discussed in Section 4.6. 
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4.6 INDENTATIONS OF AS-DEPOSITED CVD 

GRAPHENE  
As explained in Chapter 3, the CVD-grown graphene membranes supported on the 0.45 µm 

silicon nitride filters were imaged in contact mode AFM. Once a suitable membrane without 

visible wrinkles or defects was found, the probe was located at the centre of the membrane with 

an accuracy of around 10 nm of the true centre. In an identical manner to the experiments 

performed on mechanically exfoliated graphene, the CVD-graphene membrane was then 

indented multiple times to different pre-set indentation depths, ranging from around 10 nm up 

to around 90 nm. In most cases, the final indentation depth was first increased (ramped-up) 

from 10 nm up to maximum, and then decreased (ramped-down) from maximum down to 

around 10 nm, in steps of ~10 nm. For each pre-set indentation depth, the membrane was 

indented three times. Using a variable sensor sensitivity factor, 𝑆𝑠, the resultant force curves 

were then converted to true force against indented depth following the procedure outlined in 

Section 4.4. 

Once again three types of probes were used: the FM50 with a nominal force constant of 

2.8 N/m, the Tap190DLC with a nominal force constant of 48 N/m, and the DTNCLR with a 

supplier-calibrated force constant of around 55 N/m. The spring constants of all FM50 and 

Tap190DLC probes used were determined using the geometrical method with trapezoidal 

cross-section correction (Section 4.4.3.1).  

As opposed to the mechanically exfoliated graphene samples, a single layer of CVD-graphene 

was found to cover a significantly large area of the substrate. Optical microscopy and SEM 

evidenced only small regions of FLG and wrinkles which were subsequently easily identified 

during AFM imaging. In turn, most of the graphene membranes produced had a uniform single 

atomic thickness of 0.335 nm. Any graphene membranes which had predominant folds or 

wrinkles across them were not indented. Furthermore, in agreement with the microsieve 

product specification supplied by the manufacturer (Aquamarijn Micro Filtration BV, Zutphen, 

The Netherlands), SEM imaging ascertained that the resulting graphene membranes are 

consistently 0.45 µm in diameter.  

The resultant larger number of virtually identical graphene membranes were therefore available 

for imaging and indentation, hence allowing the required quantity and quality of results which 

can be considered statistically significant to be acquired.  
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Unfortunately, however, the fact that all the graphene membranes are evenly spaced (due to 

the repetitive ordered arrangement of the pores in the microsieves) and because of the absence 

of identifying features on the sample, it was not possible to locate and indent the same graphene 

membrane twice, using different probes. Therefore, it is assumed that the mechanical properties 

of all the graphene membranes are truly identical so that the other factors which might affect 

the measurement of the membranes’ elastic modulus – the indentation depth and especially the 

cantilever spring constant – could be investigated. 

A total of twenty different graphene membranes were indented using a total of eight probes 

(three DTNCLR probes, three Tap190DLC probes, and two FM50 probes). Representative 

results using each type of probe are presented in Section 4.6.1.  

4.6.1 RESULTS 
Figure 4.35 to Figure 4.37 present representative results as obtained from indenting graphene 

membranes using FM50 probes (Figure 4.35), Tap190DLC probes (Figure 4.36), and 

DTNCLR probes (Figure 4.37).  

A few trends can be noted upon analysing the results obtained from all 20 different membranes 

as represented by the above. These will be discussed separately in the following sections. 
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Figure 4.35: (a) Indented depth against pre-set indentation depth, and (b) elastic modulus, (c) maximum force, 

(d) standard error of the cubic term, and (e) reduced chi-squared and adjusted R-square against indented depth, 

for a representative graphene membrane using a FM50 probe with 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙  of 2.6 N/m. 
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Figure 4.36: (a) Indented depth against pre-set indentation depth, and (b) elastic modulus, (c) maximum force, 

(d) standard error of the cubic term against indented depth, and (e) reduced chi-squared and adjusted R-square 

for two representative graphene membranes using two Tap190DLC probes with 𝑘𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙  of 48 N/m and 

48.8 N/m. 
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Figure 4.37: (a) Indented depth against pre-set indentation depth, and (b) elastic modulus, (c) maximum force, 

(d) standard error of the cubic term, and (e) reduced chi-squared and adjusted R-square against indented depth, 

for a representative graphene membrane using a DTNCLR probe with 𝑘 of 54 N/m.  
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4.6.1.1 Effect of Indentation Depth 

Figure 4.38 presents all the measured values for the elastic modulus obtained from all indented 

membranes using the (a) DTNCLR, (b) Tap190DLC, and (c) FM50 probes, against the true 

indented depth.  It is important to note that the value obtained for the elastic modulus from each 

force-distance curve is dependent on the quality of the fit to Equation 4.14. Therefore, the 

standard error of the fitting parameter 𝐵 (Figure 4.35 - Figure 4.37 (d)) is linearly proportional 

to the standard error, 𝑆𝐸, of the elastic modulus by Equation 4.17. 

SE𝐸2𝐷 =
SE𝐵𝑎2

𝑞3 , SE𝐸 =
SE𝐸2𝐷

𝑡𝐺
 Equation 4.17 

Using the student t-test with a confidence interval of 95% and the sample size being the number 

of data points within the force-distance curve beyond the zero-displacement point (𝐹 = 0, 𝛿 =

0), the values of 𝐸 with 95% confidence was calculated for each force-distance curve (Figure 

4.38). 

 

Figure 4.38: Values for the elastic modulus with the respective standard error against the indented depth, 

measured using the (a) DTNCLR, (b) Tap190DLC, and (c) FM50 probes. 𝑘 is the spring constant of the cantilever 

used in N/m while M01, M02 etc. refer to different membranes. Note that each membrane is only indented with 

one probe. 
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As evident from Figure 4.38, a significant scatter and overestimation is observed at lower 

indented depths especially for the higher cantilever spring constants (DTNCLR in Figure 

4.38 (a)). On the other hand, the values for the elastic modulus stabilize to lower values closer 

to the theoretical 1 TPa at higher indented depths. Furthermore, the elastic moduli obtained at 

small indented depths have significantly larger errors than those obtained from larger 

indentation depths, using all three different types of probes. This is akin to what was observed 

in the mechanically exfoliated graphene membranes. Due to the fitting error being introduced 

and the trend that the elastic modulus is being overestimated when measured from small 

indented depths, a cut-off indented depth of 25 nm was selected, above which all the results 

seem stable with small standard errors for a given membrane and cantilever. The selection of 

the 25 nm as the cut-off value was also made to reflect findings presented in Figure 4.35 to 

Figure 4.37 (d, e). In these plots the standard error of the cubic term (from which the elastic 

modulus is extracted) approaches zero beyond an indentation depth of 25 nm, the reduced chi-

squared of the fit to the cubic equation saturates around 25 nm, while the adjusted R-square of 

the fitting procedure approaches 1 at higher indentation depths for all membranes and probes.  

For each force-curve obtained, the pretension 𝜎0
2𝐷 in N/m was also extracted from parameter 

𝐴 of the fitting procedure (Equation 4.15). Figure 4.39 presents all the measured values for the 

pretension as obtained from all indented membranes using the (a) DTNCLR, (b) Tap190DLC, 

and (c) FM50 probes against the indented depth. Figure 4.40 and Figure 4.41 show the 

relationship between the pretension and the measured elastic modulus. In agreement with 

López-Polín et al. [61, 64], these plots show no apparent correlation between the elastic 

modulus and the pretension. Moreover, no correlation between the pretension and the indented 

depth can be observed. This confirms that the membrane is generally not modified by 

indentation since the pretension is relatively constant for each membrane. However, some 

exceptions can be noticed including membrane M01 indented via the FM50 probe with spring 

constant of 4.13 N/m (Figure 4.39 (c), Figure 4.40 (c) and Figure 4.41(c)). Interestingly 

however, just as observed for the elastic modulus, it can be noticed that the measured pretension 

is also significantly different when the membranes are indented using different cantilever 

spring constants. The pretension measured using stiffer cantilevers (DTNCLR) is higher than 

that measured using the less stiff cantilevers (FM50). 
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Figure 4.39: Values for the pretension against the indented depth, measured using the (a) DTNCLR, (b) 

Tap190DLC, and (c) FM50 probes. k is the spring constant of the cantilever used in N/m while M01, M02 etc. 

refer to different membranes. Note that each membrane is only indented with one probe. 
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Figure 4.40: Values for the elastic modulus against the pretension, measured using the (a) DTNCLR, (b) 

Tap190DLC, and (c) FM50 probes. k is the spring constant of the cantilever used in N/m while M01, M02 etc. 

refer to different membranes. Note that each membrane is only indented with one probe. 
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Figure 4.41: Values for the pretension against the elastic modulus, measured using the (a) DTNCLR, (b) 

Tap190DLC, and (c) FM50 probes. k is the spring constant of the cantilever used in N/m while M01, M02 etc. 

refer to different membranes. Note that each membrane is only indented with one probe. 

4.6.1.2 Cantilever Spring Constant 

The average elastic moduli obtained from indentation depths in excess of 25 nm were plotted 

against the spring constant of the cantilever used, as shown in Figure 4.42. 

A few noteworthy observations can be made from the plots presented in Figure 4.42. Firstly, 

the DTNCLR probes, having the largest spring constants of the three probes, result in higher 

average values for the elastic modulus, ranging from just below 1 TPa up to around 7 TPa. This 

overestimation is coupled with a significant error as evidenced by the large error bars. On the 

other hand, both the Tap190DLC probes and the FM50 probes produce significantly smaller 

scatter in the results, coupled with more realistic elastic moduli of between 0.5 and 1.5 TPa. 
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Figure 4.42: Average value of the elastic modulus omitting values obtained from indentation depths lower than 

25 nm, against the spring constant of the probe used. The error bars represent the standard error. 

Table 4.4: Statistical analysis of the elastic moduli as obtained using the three different types of probes. 

Elastic Modulus 
(TPa) 

For 𝜹 > 𝟐𝟓 nm All 𝜹 

DT 
NCLR Tap190DLC FM50 DT 

NCLR Tap190DLC FM50 

Average �̅� =
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
 3.03 1.18 0.75 17.79 0.49 1.07 

Standard 
Error 

𝜎�̅� =
𝜎

√𝑛
 0.38 0.05 0.09 4.44 0.89 0.08 

 

Table 4.4 lists the average elastic modulus considering all membranes as obtained using 

different probes, together with the respective standard deviation and standard error. These 

results highlight that the values obtained using different probes are statistically different and 

thus, the choice of the cantilever spring constant significantly affects the measurements 

obtained for the elastic modulus of the graphene membranes. 

Figure 4.43 presents histograms of all the obtained values for the elastic modulus for all 

indentation depths, i.e. including indentation depths lower than 25 nm. A log-normal 

distribution curve was fitted to each of these histograms. The resulting distribution curves 

highlight the skewness of the results whereby most of the elastic moduli lie close to 1 TPa 

(obtained from larger indentation depths) while some values are overestimated (obtained from 

smaller indentation depths). Therefore, irrespective of the scatter in 𝐸  obtained at lower 

indentation depths, the elastic modulus is close to 1 TPa using all probes.  
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Figure 4.44 compares the distribution curves as obtained using the three different probes. This 

plot clearly highlights the fact that the values for the elastic moduli are much less scattered 

when using the FM50 probes, at all indentation depths. 

 

Figure 4.43: Histograms and log-normal distribution curves of the obtained values of the elastic modulus for all 

indented depths using the (a) DTNCLR, (b) Tap190DLC, (c) FM50, and (d) all probes. 

 

Figure 4.44: A comparison of the distribution curves for the elastic moduli obtained at all indentation depths 

using the DTNCLR, Tap190DLC, and FM50 probes, in red, blue, and green respectively. (a) and (b) have different 

scales. 
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4.6.2 DISCUSSION 
The results presented in Section 4.6.1 can be organised into a number of observations: 

1. Considering all probes used, the average measured elastic modulus of CVD-grown SLG 

membranes as obtained via AFM indentation to depths larger than 25 nm is 

1.56 ± 0.13 TPa. 

2. For indentation depths >25 nm, the measured elastic modulus using the DTNCLR 

probes (𝑘 ≈ 56 N/m), the Tap190DLC probes (𝑘 ≈ 49 N/m), and the FM50 probes 

(𝑘 ≈ 3 N/m) was 3.03 ± 0.38 TPa, 1.18 ± 0.05 TPa, and 0.75 ± 0.09 TPa, respectively. 

Thus, higher cantilever spring constants resulted in higher elastic moduli and larger 

errors. 

3. The scatter and uncertainty in the elastic modulus measurements increase significantly 

at lower indentation depths. 

4. The elastic modulus is overestimated at lower indentation depths (<25 nm). 

In the following sections, the above results and observations will be discussed. 

4.6.2.1 Measured elastic modulus  

The procedure outlined in Section 4.4, together with the use of a variable sensor sensitivity 

factor and indented depths larger than 25 nm, leads to an average measured elastic modulus of 

the CVD-grown SLG membranes of 1.56 ± 0.13 TPa. This value is higher than the typically 

referenced value of ~1.0 TPa [13, 22, 61, 64, 117, 149] for pristine mechanically exfoliated 

graphene. Some of the published experimentally derived values for the elastic modulus of 

graphene are listed in Chapter 2 Table 2.1 and Table 2.2. The average elastic modulus found 

in this study is furthermore significantly higher than that of CVD-grown graphene which has 

been reported to be as low as 0.16 TPa [83, 86, 151]. In such studies, the drop in the elastic 

modulus in CVD-graphene has been attributed to the presence of grain boundaries, ripples, 

small patches of bilayer graphene and other defects brought about by the CVD growth process 

and the subsequent transfer process/sample preparation [81, 86]. However, Lee et al. [82] report 

no statistical difference between the elastic modulus of mechanically exfoliated pristine SLG 

and CVD-grown SLG. The authors only mention that the presence of wrinkles and bilayer 

patches in the membranes increase the scatter in the results, yet not the average value [82].  

Although it has been reported that defects within the graphene membrane have the potential of 

enhancing the stiffness of the material beyond 1 TPa [115], since the D peak in the Raman 

spectra obtained from the CVD-graphene membranes (Chapter 3) is very small to insignificant, 
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it can be deduced that there is no significant disorder in the graphene structure. Therefore, the 

increase in the elastic modulus measured in this study is not being ascribed to the presence of 

defects.  

It is also commonly claimed in literature that in an un-strained membrane, the elastic properties 

of the membrane are dominated by out-of-plane thermal fluctuations or wrinkles trapped within 

the membrane which reduce the stiffness of the wrinkled CVD graphene. An applied strain 

irons out these fluctuations and the elasticity measured will be dominated by atomic-bond 

stretching [64]. Thus, an applied pre-strain is able to enhance the stiffness of the graphene 

membrane [64, 152]. In this study, membranes that had significantly large wrinkles or 

perturbations, identified in static contact mode AFM, were not sampled for indentation; 

however, smaller wrinkles, ripples or undulations were necessarily still present in the 

membranes.  These smoothed out during AFM imaging. Evidence of these fine undulations 

can be seen from the tapping mode AFM images in Figure 4.45. As a side note, the cross-

sectional data in Figure 4.45 (d) also demonstrates that the membranes also adhere to the 

vertical walls of the substrate holes for 2 to 5 nm, in agreement with [13]. As such, while the 

variations in the individual measurements of the elastic moduli from the average can be indeed 

attributed to these small ripples and non-uniformities, in agreement with [82], the presence of 

such small wrinkles confirm that the membranes were not pre-strained. The membranes were 

not actively strained by a non-indentation factor for example by an applied pressure difference 

[64], and so, it is not expected that the stiffness is enhanced in our membranes.  

In conclusion, it is believed that the average modulus of 1.56 TPa is in fact an overestimation 

and can be attributed to the mismatch between the stiffness of the cantilever of choice, as will 

be discussed in the next section. 
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Figure 4.45: (a – c) Tapping mode AFM images obtained in ambient conditions using a Tap190DLC probe (𝑘 = 

24 N/m using the Sader method) of the CVD-graphene membranes. (d) Cross-sectional height data across two 

typical graphene membranes. 

4.6.2.2 Effect of cantilever spring constant on 𝑬 

From the results presented in both Section 4.5 and Section 4.6, it can be noted that for the MLG 

membranes in Section 4.5 (Case Study 2), the FM50 cantilever was too soft to be able to indent 

the thicker membrane, yet the same type of cantilever resulted in the most stable measured 

elastic modulus in the CVD-grown SLG membranes in Section 4.6. On the other hand, while 

the stiffer cantilevers (Tap190DLC and DTNCLR) produced slightly more reproducible results 

upon indenting the MLG flakes, the use of these cantilevers caused much larger scatter in the 

results obtained from the SLG flakes. Furthermore, the results presented in Table 4.4 and 

plotted in Figure 4.46 clearly indicate that for CVD-grown SLG membranes, assuming that the 

true elastic modulus of the membranes used in this study is around 1 TPa, the DTNCLR probes 
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overestimate the modulus, the Tap190DLC probes produce the most accurate and precise 

results, while the FM50 probes underestimate the modulus. 

From the results presented in this study, it is being suggested that the Tap190DLC cantilever 

having the mid-range stiffness can be used for both MLG and SLG membranes. However, it is 

not as straightforward to select the most suitable spring constant as otherwise indicated by 

Frank et al. [52] and Kaman et al. [156], especially if the elastic modulus of the sample and/or 

the thickness of the sample membrane, both of which affect the 𝐸2𝐷 [N/m], are not known 

beforehand. In fact, upon indenting SLG up to 5-layer graphene membranes using the same 

cantilever stiffness of 2.8 N/m, Annamalai et al. [60] report an elastic modulus of 1.12 TPa for 

SLG, yet an overestimated value of > 3 TPa for the thicker membranes. Similarly, Clark et al. 

[149] report that the force-displacement behaviour is indeed dependent on the number of layers, 

yet they claim that it is independent on the AFM probe used. 

Other factors such as the diameter of the graphene membrane can also play a role in the 

cantilever selection process. The membrane diameter affects the force-distance curve, in 

agreement with [149]; a lower force would be needed to deflect a larger membrane. Even 

though the membrane diameter is considered upon finding 𝐸2𝐷 from parameter 𝐵, the wrong 

choice of cantilever stiffness for the indented membrane might result in an artificial inflation 

of the material stiffness evidenced by a force-curve with a very high gradient. Thus, a different 

cantilever might also be required for differently sized suspended membranes. This means that 

nanoindentation of graphene membranes using an AFM set-up can only be used to obtain 

comparative data, and only if the same cantilever is used. Absolute values obtained must be 

Figure 4.46: The average measured elastic modulus as measured using the DTNCLR, Tap190DLC and FM50 

probes. The error bars represent the standard error. 
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carefully scrutinized. Otherwise, the spring constant of the cantilever used must be well-

defined and eventually standardized to allow studies by different research groups to be 

comparable.  

4.6.2.3 Effect of indented depth on the elastic modulus 

One of the most interesting set of results obtained in this study, which has not yet been 

extensively reported and discussed in literature, is the dependence of the measured elastic 

modulus on the indented depth of the obtained force curve, termed the skin effect [232]. The 

results presented show that the elastic modulus is often overestimated and displays significantly 

larger variance at lower indentation depths. In particular, the use of the DTNCLR probes 

resulted in higher modulus overestimation at lower indentation depths than the softer FM50 

probes. A similar observation was made by Kaman et al. [156] who investigated the effect of 

the choice of spring constant relative to the elastic modulus of bulk H+ irradiated PDMS 

samples. As mentioned in Chapter 2, the authors report that irrespective of the modulus of the 

sample and the cantilever of choice, the elastic modulus as calculated from smaller indentation 

depths is overestimated. However, no rationale for this phenomenon is presented.  

Precise determination of the spring constant is a challenge. It is commonly accepted that the 

calibrated spring constant has an error of around 10 – 20 % [244, 246]. However, since the 

spring constant is multiplied to the cantilever deflection, any error in the spring constant 

determination is independent of the observed skin effect. That is, an error in the spring constant 

does not change the dependence of the modulus on the indentation depth [232]. 

Similarly, an error in the positioning of the probe relative to the centre of the membrane will 

affect the entire set of force curves obtained from a particular membrane. As such, this error 

should not increase the manifestation of the skin effect yet will directly affect the variation in 

the results obtained from one membrane to another.   

4.6.2.3.1 Numerical error during fitting  

The first potential source of higher errors at lower indentation depths is the fewer data points 

collected by the AFM to compile the force-distance curve. This leads to higher mathematical 

errors during fitting, as manifested in the larger standard errors of the fitting parameter 𝐵. 

Lopez-Polin et al. [64] report similar effects whereby a pressure difference across the 

membranes was first applied to flatten out any thermal wrinkles present within the membranes. 

The membranes were subsequently indented using an AFM probe. The authors report that the 

numerical fitting of indentation curves obtained at low indentation forces overestimated the 
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modulus, and constant values were only obtained at indentation forces above ~500 nN. 

Comparatively to this study, the 25 nm cut-off indentation depth roughly corresponds to 

indentation forces of ~50 – 100 nN using the FM50 probes, ~100 – 1000 nN using the 

Tap190DLC probes, and ~500 – 2000 nN using the DTNCLR probes. Furthermore, our results 

indicate that these errors are not dependent on the force applied (as suggested by Lopez-Polin 

et al. [64]) but rather on the indented depth. This is because the FM50 cantilevers produced 

much lower errors for lower indentation forces than the DTNCLR cantilevers. 

Figure 4.47 shows a representative force curve obtained using a Tap190DLC probe. The curve 

was fit to Equation 4.5 using different indented depths. When the curve was fit to an indented 

depth of around 46 nm – almost the entire curve omitting the last few nanometres in which the 

curve appears to curve upwards – the elastic modulus was measured to be 0.64 ± 0.02 TPa. 

However, when the same mathematical model was fit to the same curve yet considering only 

an indented depth up to 20 nm, the measured elastic modulus was 1.54 ± 0.37 TPa. This 

confirms that fitting Equation 4.5 to shorter force curves (lower indentation depths) increases 

the uncertainty in the measured elastic modulus from ± 0.02 TPa to ± 0.33 TPa.  

Nonetheless, while such errors in the numerical fitting are justifiable, it is still unclear why 

statistically these errors lead to an overestimation of the modulus. This can indicate that the 

model is only suitable for a set range of indented depths.  

 

Figure 4.47: Typical FD curve obtained using Tap190DLC with Equation 4.5 being fit to different indented 

depths.  
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4.6.2.3.2 Selection of the zero-displacement point (𝐹 = 0, 𝛿 = 0) 

The proper selection of the zero-displacement point (ZDP), or the point where 𝐹 = 0, 𝛿 = 0, 

has been sufficiently discussed in literature as a main source of errors and uncertainties in the 

measured modulus. It is widely recognised that the cubic model 𝐹 = 𝐴𝛿 + 𝐵𝛿3 to which the 

force-curve is fitted is highly sensitive to the selection of such ZDP or zero membrane 

deflection point [83, 149] possibly due to the restriction of the model to pass through the origin. 

It can also be presumed that the fitting will be more influenced by the ZDP region when the 

force-curve is restricted to lower indentation depths; fewer data points will lead to larger errors 

in the measured elastic modulus because of a poor selection of the ZDP. 

On this, Lin et al. [83] emphasise that different selections of the ZDP can significantly affect 

the measured modulus. The authors used similar DTNCLR probes with a measured spring 

constant of 27 N/m to indent CVD graphene membranes 2.2 µm in diameter. The authors 

remark that moving the ZDP by 55 nm changes the modulus from 0.417 TPa to 0.935 TPa. The 

authors continue by saying that a 1 nm offset will change the measured modulus by 10 GPa. 

Although this discrepancy is significant, moving the ZDP by 55 nm is rather substantial. Given 

the data acquisition rate of the AFM equipment used in this work, the manual selection of the 

ZDP could only be off by a few nanometres (<5 nm). As such, this error is not large enough to 

attribute the significant overestimation in the data presented here. 

Similar to Lin et al. [83], Lopez-Polin et al. [61] argue that an error of 2 nm to 5 nm in the 

selection of the ZDP can lead to a 10% error in the measured elastic modulus. Once again, this 

error has a much smaller magnitude than the errors that we observe, especially with using the 

DTNCLR probes (Figure 4.38).  

Hence, while some of the scatter in the presented results can indeed be attributed to the 

uncertainty in the selection of the ZDP, this uncertainty is small in magnitude and does not 

support the statistical overestimation of the elastic modulus at lower indentation depth. 

4.6.2.3.3 Relaxation of wrinkles  

As previously mentioned, it is likely that the graphene membranes prepared in this study have 

a number of small wrinkles within them. Such wrinkles could be causing an instability during 

the initial indentation and hence particularly affecting the measured modulus at small 

indentation depths.  
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Ruiz-Vargas et al. [86] attributed the low elastic modulus measured for CVD SLG of around 

0.16 TPa with large scatter in the results to the ripples in the graphene membrane. The authors 

argue that ripples can soften the membranes such that less energy would be required to flatten 

them out during indentation rather than activating the elastic response of the covalent bonds 

within the graphene sheet. This is however contrary to our findings. If the graphene membrane 

is initially soft, then at lower indentation depths the measured elastic modulus should be 

significantly lower than 1 TPa. Ruiz-Vargas et al. [86] also report that the presence of grain 

boundaries and ripples do not locally affect the elastic response of the graphene membranes. 

On the other hand, the presence of grain boundaries only affects the breaking strength. 

Lin et al. [83] report that upon indenting the same CVD-graphene membrane multiple times to 

the same indentation depths (up to 7 indentations), the membrane stiffness increases. Via AFM 

imaging before and after indentation, the authors show how initially, the membranes are 

characterized by a large number of small wrinkles. After the first few indentations, a single 

larger wrinkle is formed at the expense of the smaller wrinkles. Upon indenting the membrane 

with the larger wrinkle, it was suggested that the large wrinkle immediately flattens out so the 

stiffness recorded is only of the interatomic elasticity (covalent bond stretching) rather than the 

flattening of the smaller wrinkles which would otherwise lead to a reduced stiffness. Therefore, 

they indicate that small wrinkles are easier to bend and unravel causing the stiffness to be lower 

than 1 TPa. Once again, this is in disagreement with the results in this work. 

Cao et al. [150] who use diamond tips with spring constants of 34 N/m report that the elastic 

response is scattered upon initial contact but the GO membranes exhibit similar stiffening 

behaviour as the force-curves converge at higher loads. This is in partial agreement with our 

observations of significant scatter in the data at low indentation depths, once again indicating 

the presence of wrinkles which makes the indentation unstable. However, when superimposing 

all the force curves (Figure 4.21), the curves are seen to deviate more at larger loads, unlike 

reported in [150]. Furthermore, this still does not explain why at small indentation loads the 

average modulus is much larger than 1 TPa, assuming that wrinkles are softer than the covalent 

bonds. 

Nicholl et al. [154] confirm using non-contact interferometric profilometry that out-of-plane 

wrinkles in CVD and exfoliated graphene membranes (7.5 to 30 µm in diameter) soften the 

stiffness of the membranes. Lopez-Polin et al. [64] induce strain (>0.25%) in the membranes 

to suppress thermal wrinkling and report an enhanced stiffness. 
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Therefore, the overestimation of the elastic modulus at lower indentation depths cannot be 

attributed to the presence of wrinkles in the graphene membranes since such wrinkles have 

been reported to reduce the stiffness. 

4.6.2.3.4 Large local stresses under sharp tips  

Dokukin et al. [232] study the qualitative accuracy of the measured elastic modulus of soft 

polymers using AFM nanoindentation. Similar to this study, the authors [232] attribute the 

observed skin effect (i.e. the overestimation of the elastic modulus at small indentation depths) 

to the fact that finer tips create large local stresses in the vicinity of the tip which exceed the 

linear stress-strain regime of the sample material [233]. Thus, they conclude that tips having a 

larger radius (810 nm and 1030 nm) are able to eliminate the skin effect. This is contrary to our 

observations whereby the overestimation is more manifested in the duller tips (DTNCLR with 

radii ~200 nm) rather than the sharp tips (FM50 with radii < 10 nm). This suggests that the skin 

effect phenomenon observed in this study is more dependent on the spring constant of the 

cantilever rather than the tip radius.  

The tip was also seen to be damaged after the indentations. However, it was reported that this 

only affects tip-graphene adhesion, breaking force and hence intrinsic strength and nonlinear 

elastic behaviour, and not the modulus [149]. Moreover, the multiple force curves obtained in 

this study were repeatable so any changes in the tip morphology or membrane structure due to 

the indentations did not affect the modulus. 

4.6.2.3.5 Uncertainty in defining the boundary conditions 

Annamalai et al. [60] use Equation 4.18 to extract the elastic modulus from force-curves.  

𝐹 = [
4𝜋𝐸

3(1 − 𝑣2) ∙ (
𝑡3

𝑅2)] 𝛿 + (𝜋𝑇)𝛿 + (
𝑞3𝐸𝑡

𝑅2 ) 𝛿3 Equation 4.18 

They note that the equation is very sensitive to boundary conditions, so a minimal variation in 

the clamping of the membranes can affect the scatter in the results obtained. However, the 

scatter in our results are detected in the same graphene membrane. Therefore, if a particular 

membrane had an irregular boundary due to a defect in the substrate or any inclusions between 

the substrate and graphene membrane, this should affect all the results in that membrane.  

Lopez-Polin et al. [61] list the factors that might have added scatter between different 

membranes indented (scatter was small for the same membrane unlike what it is being reported 

in this study at different indentation depths). The authors [61] mention that scatter can be 

caused by irregular or different boundary conditions, inaccurate diameter measurement and 
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finite size of the indenter. While it is possible that these factors are present in this study, such 

inaccuracies still do not explain the different values of elastic modulus measured at different 

indentation depths. Neither do they explain the significant effect of the spring constant used on 

the skin effect and also the average “bulk” modulus (at 𝛿 > 25 nm).  

4.6.2.3.6 Slipping of the membrane 

Several research groups considered the possibility of the graphene flake slipping into the hole 

upon indentation. However, if the membrane was slipping from the edges, it can be assumed 

that the energy required for slipping is once again lower than that required for elastic 

deformation of the covalent bonds. Therefore, this would have produced lower moduli at low 

indentation depths. Otherwise, it is possible that initial indentation does evoke the elastic 

response, however upon further indentation, the membrane starts to slip. Yet, this will mean 

that 𝐸 should be around 1 TPa at low indentation depths, and less for higher indentation depths. 

Slip is often recognised from the force-curve by the presence of hysteresis between the loading 

and unloading curves. However, the magnitude of the hysteresis observed in our force-curves 

is similar to that observed upon indenting the rigid silicon sample. Hence, such hysteresis was 

assigned to system nonlinearities (Section 4.4.1). If slip had to occur, successive indentations 

would not have been as reproducible as reported in this study. Finally, slip has also been 

characterised by small dips in the force-curves [82] which have not been observed in the curves 

obtained. 

In Chapter 6, molecular dynamics simulations modelling nanoindentation of circular graphene 

membranes are presented with the aim of improving the understanding of the results obtained 

via experimental AFM nanoindentation. 
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Chapter 5 FOCUSED GALLIUM ION 

BEAM BOMBARDMENT 
Some of the work and results presented in Section 5.2 were published in [253]. 

5.1 INTRODUCTION 
Following sample preparation (described in Chapter 3) a select number of graphene samples 

were bombarded with a focused gallium ion beam (FIB) in order to introduce atomic defects 

in the graphene and hence modify its crystalline structure. Raman spectroscopy was primarily 

used to characterize the extent of damage imparted to the graphene. Treated graphene 

membranes were also indented via AFM to investigate the effect of gallium ion bombardment 

on the elastic mechanical properties of graphene. 

The effects of gallium ion bombardment on both supported and suspended single-layer and 

multi-layer graphene as characterised via Raman spectroscopy is investigated in Section 5.2. 

These experiments were used to observe correlations between the FIB treatment parameters 

and the resultant damage in the graphene. Such studies are important for the development of 

nanostructured membranes and nanoelectronics, for which ion beam irradiation may be used 

to impart controlled defects or precise sputtering of the graphene. Knowledge of the effect of 

the substrate on the final crystalline quality of the disordered graphene will determine the 

process adopted in the fabrication of graphene-based technologies.  

The effect of gallium ion bombardment on the elastic modulus of the treated graphene 

membranes is presented in Section 5.3. The same graphene samples were indented via AFM 

both before and after the ion beam bombardment following the same methods defined in 

Chapter 4. 
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5.2 EFFECT OF ION BOMBARDMENT ON RAMAN 

SPECTRA 
In order to study the relationship of ion beam dose with the resultant damage imparted to 

graphene, the following samples were irradiated with a focused gallium ion beam using a FEI 

Nova 600 Nanolab DualBeamTM-SEM/FIB (FEI Company, Oregon, USA):  

i) CVD-grown graphene supported on a SiO2/Si substrate,  

ii) Suspended CVD-grown graphene membranes on Quantifoil® TEM grids,   

iii) Suspended CVD-grown graphene membranes on silicon nitride microsieve, and 

iv) Mechanically exfoliated multi-layer graphene flakes on the patterned PAA/Si 

substrate. 

Two methods for treating graphene samples using the same FIB equipment were used, as 

described below. Different ion beam parameters were used to alter the ion bombardment dose. 

i) The patterning method involved scanning the focused ion beam in a raster motion 

to cover the specified area with a pre-defined shape. With this method, the ion dose 

is controlled by the ‘pixel’ density, and the dwell time of the focused ion beam 

(FIB) at each pixel. The resulting ion dose was calculated automatically by the FIB 

equipment software used. 

ii) The imaging method involved using the FIB itself to image the graphene sample. 

With this method, the area to be treated is imaged for a pre-defined time such that 

the graphene is damaged by the scanning ion beam. The resulting ion dose (units of 

measurement C/µm2) is calculated based on the imaging area (units of measurement  

µm2), the number of pixels, dwell time of the beam on each pixel, 𝑡, current of the 

ion beam, 𝐼, and the number of scans performed, according to Equation 5.1 and 

Equation 5.2.  

𝐷𝑜𝑠𝑒 [
𝐶

𝜇𝑚2] =
𝐼 [𝐶

𝑠] × 𝑡[𝑠]

𝐴𝑝𝑖𝑥𝑒𝑙[𝜇𝑚2] × (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑐𝑎𝑛𝑠) 
Equation 5.1 

𝐴𝑝𝑖𝑥𝑒𝑙 =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠
 Equation 5.2 
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The supported CVD graphene was irradiated using the patterning method at an accelerating 

voltage of 5 kV and ion beam current of 47 pA. Five different beam doses, ranging from 

1.8×10-13 up to 1×10-10 C/µm2 (equivalent to 1.12×106 to 6.24×108 Ga+/µm2) were used to 

pattern differently shaped areas in the graphene sample. The suspended CVD graphene 

membranes on TEM grids were also treated using the patterning method. To achieve different 

treatment doses, the pitch of the ion beam raster was changed. Out of a total of four TEM grids 

being available, only three were exposed to the gallium ion treatment, leaving the fourth sample 

untreated for control purposes. Different areas within each of the three treated TEM grids were 

then irradiated at a different dose. The various FIB parameters used for the CVD graphene 

treated with the patterning method are listed in Table 5.1. 

The imaging method was used on the suspended CVD-graphene on the silicon nitride 

microsieve. The FIB parameters and hence ion doses used for the CVD graphene are listed in 

Table 5.2. 

Table 5.1: Patterning Focused Gallium Ion Beam Treatments on Supported CVD Graphene on SiO2/Si, and 

Suspended CVD Graphene on TEM Grids. 

Sample Energy (kV) Current (pA) Incidence Angle (°) Dose (C/µm2) (Dose ID) 

Supported 
CVD 

Graphene on 
SiO2/Si 

5.0 47 90 

1.80×10-13 (T0.18) 

5.00×10-13 (T0.5) 

1.00×10-12 (T1) 

5.00×10-11 (T50) 

1.00×10-10 (T100) 

Suspended 
CVD 

Graphene on 
TEM Grids 

5.0 1.6 90 

5.28×10-7  

5.28×10-5  

2.11×10-4  

4.86×10-4  

5.28×10-3  

1.22×10-2  

30.0 1.5 90 

3.27×10-7  

3.27×10-3  

1.31×10-2  

30.0 1.5 

28 

3.27×10-3 

 

53  

68  

83  
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Table 5.2: Imaging Focused Gallium Ion Beam Treatments on Suspended CVD Graphene on Silicon Nitride 

Microsieves. 

Sample Energy (kV) Current (pA) Dose (C/µm2) (Dose ID) 

Suspended CVD 
Graphene on 
Microsieve 

30.0 

10.5 6.86×10-16 (T1) 

10.5 3.29×10-15 (T2) 

92 6.61×10-13 (T3) 

 

Table 5.3: Focused Gallium Ion Beam Treatments on Mechanically Exfoliated Multi-layer Graphene on patterned 

PAA/Si Substrate.  

Sample Ion bombardment method Flake ID Dose (C/µm2) 

Mechanically 
Exfoliated MLG on 
patterned PAA/Si 

Substrate 

Patterning 
Flake E 6.62×10-13 

Flake F 1.33×10-14 

Imaging 

Flake G 3.30×10-15 

Flake H 3.30×10-15 

Flake C 6.60×10-16 

Flake I 6.60×10-16 

Flake J 6.60×10-16 

 

Both the patterning and imaging methods were used on different mechanically exfoliated MLG 

flakes. For all treatments, an ion beam energy of 30 kV, current of 1.5 pA and an incidence 

angle of 90° were used. The resulting treatment doses are listed in Table 5.3. 

5.2.1 CHARACTERIZATION METHODS 
Optical microscopy, scanning electron microscopy, Raman spectroscopy and atomic force 

microscopy, were once again used to study the graphene before and after bombardment via 

gallium ions. 

Raman spectra using the Witec Alpha300 at an excitation wavelength of 633 nm, a 60× 

objective, and a 600 g/mm grating, were recorded from the untreated and treated areas to 

compare the quality of graphene before and after ion beam bombardment. The suspended 

CVD-graphene on the silicon nitride microsieve was similarly characterized using the Horiba 

Xplora Plus at an excitation wavelength of 532 nm, a 100x objective, and a 1200 g/mm grating. 

As noted in Chapter 3, to limit the damage induced by the 532 nm Raman laser itself, the laser 
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power was limited to 1% of the full power and single spectra were obtained with an integration 

time of 5 seconds for a total of 5 accumulations. 

For the supported graphene, the damaged graphene surrounding the treated areas was also 

analysed, with the distance away from the edge of the 1×10-10 C/µm2 treated area, 𝐷𝑇, ranging 

from 0 to 66 µm (denoted as T1000 to T10060, respectively), in steps of 6.6 µm.  

For the suspended CVD-graphene membranes on the TEM grids, both single spectra and 2D 

spectral maps were gathered for each treated area. For the single spectra, an integration time of 

10 seconds was used for a total of 10 accumulations. For the 2D spectral maps (a sample of 

which is included in Appendix E), an integration time of 5 seconds was used with an acquisition 

step size varying from 0.1 to 0.5 µm. For each map, sets of ten consecutive spectra obtained 

from circular areas of freely suspended graphene, and hence those featuring minimal substrate-

generated background noise, were then selected and averaged.  

Similar 2D Raman spectral maps were obtained for the mechanically exfoliated MLG flakes. 

Spectra obtained from distinct areas showing similar Raman features were averaged. 

Each Raman spectrum was post-processed to remove the background noise and analysed using 

the same procedures explained in Chapter 3. Section 5.2.2 presents a set of detailed results 

extracted from the Raman spectra from the treated graphene samples. 

5.2.2 RESULTS 

5.2.2.1 Treated Supported CVD Graphene on SiO2/Si 

Figure 5.1 (a) shows an SEM image of the treated supported CVD graphene. A two-

dimensional Raman spectral map was obtained to cover the entire treated area. Figure 5.1 (b – 

e) show the same spectral map with the intensity colour of each pixel corresponding to the 

intensity of part of the corresponding spectrum; Figure 5.1 (b) shows the combined intensity 

of the G and D peaks (between 1099.9 and 1754.4 cm-1), (c) shows the intensity of the D peak 

(between 1290.8 and 1368.8 cm-1), (d) shows the intensity of the G peak (between 1535.9 and 

1652.9 cm-1), and (e) shows the intensity of the 2D peak (between 2583.3 and 2717.0 cm-1). 

Generally, the brighter the area is on the D peak map, the darker it is on the 2D peak map, yet 

in some instances, some brightness can be attributed to fluorescence. Representative Raman 

spectra of the graphene treated with 1×10-12 C/µm2 (T1), 5×10-13 C/µm2 (T0.5), and 

1.8×10-13 C/µm2 (T0.18) are shown in Figure 5.2. 



Chapter 5 – Focused Gallium Ion Beam Bombardment 

199 

The SEM image in Figure 5.1 (a), as well as Figure 5.2, shows that the areas treated with 

1×10-12 C/µm2 (T1) and 5×10-13 C/µm2 (T0.5) are damaged, with the former appearing more 

damaged. The texture, while not entirely flat and featureless like in the case of the two higher 

doses (T50 and T100), is still different than the rest of the untreated graphene, mainly 

characterised by uneven brightness. The Raman spectra indicate that while the 2D peak is 

absent from both areas (T1 an T0.5), significantly broad (large FWHM) D and G peaks may 

appear in only some parts. In other areas, the broadened D and G peaks merge to form one 

plateaued peak. Finally, a dose of 1.8×10-13 C/µm2 (T0.18) retained the texture of the untreated 

graphene and the SEM only registered a change in the brightness in the treated area. However, 

the 2D peak is still barely present while the D and G peaks are significantly large yet less broad 

and more defined than at higher doses.  

 

Figure 5.1: Treated supported CVD graphene patterned via a focused gallium ion beam. (a) SEM image. (b-e) 

2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (b) G and D, (c) D, (d) 

G, and (e) 2D peaks.  
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Figure 5.2: Representative Raman spectra from the supported CVD graphene treated with a dose of 

1×10-12 C/µm2 (T1), 5×10-13 C/µm2 (T0.5), and 1.8×10-13 C/µm2 (T0.18). 

The Raman spectrum recorded from the directly irradiated area with an ion beam dose of 

1×10-10 C/µm2 (T100) is free from any peaks characteristic of graphene or other carbonaceous 

materials, signifying the complete removal of graphitic material during ion bombardment. The 

area surrounding the 1×10-10 C/µm2 (T100) and 1×10-12 C/µm2 (T1) treated areas also looks 

damaged in the SEM images by the presence of a dark ring followed by a bright ring around 

the target areas. Moreover, the 2D Raman maps reveal a larger radius of damage (up to around 

70 µm from the target areas) caused by the treatment evident from a circular ring of low 2D 

peaks (Figure 5.1 (e)) and large D peaks (Figure 5.1 (c)). This surrounding area and the 

associated damage profile were investigated, and the recorded Raman spectra are presented. 

At the edge of the bombarded area (𝐷𝑇 = 0 µm, T1000 in Figure 5.1 (b)), the D+D'' and 2D 

band disappear, while the Lorentzian D and G bands downshift by 16 cm-1 and 20 cm-1, 

respectively. As the Raman spectra were taken further away from the irradiated area, the 

untreated graphene spectrum was progressively restored. Thus, as shown in Figure 5.3 and 

Figure 5.4, the position of the Lorentzian D, G, and 2D peaks upshift slowly converging toward 

the original positions in untreated graphene, in agreement with [54]. The intensity of the 2D 

peak linearly increases while the FWHM of the 2D peak decreases further away from the edge 

of the treated area. This combination causes the integrated area of the 2D peak to exhibit non-

monotonic behaviour as shown in Figure 5.4.  



Chapter 5 – Focused Gallium Ion Beam Bombardment 

201 

 

Figure 5.3: The position of the Lorentzian D band (PD) and Lorentzian G band (PG) in the damaged supported 

graphene.  

 

Figure 5.4: The 2D band in the damaged supported graphene. 

Particularly in Raman spectra taken from areas closer to the directly treated area, it was noted 

that the profiles of both the D and G peak are not entirely Gaussian nor Lorentzian. As such, 

the D and G peaks of such spectra of supported highly-damaged graphene were fit with two 

components each; a Lorentzian peak for crystalline graphene and a Gaussian peak to represent 

the partial amorphization of graphene. In fact, the Raman spectrum corresponds to amorphous 

carbon at the very edge of the treated area, with the Gaussian G peak appearing at 1571 cm-1 

and the Gaussian D peak appearing at 1320 cm-1. For 𝐷𝑇 smaller than around 20 µm, both the 

Gaussian D peak and the Gaussian G peak increase in intensity and broaden indicating the large 

degree of amorphization (Figure 5.5). Both Gaussian peaks reduce in intensity and width with 

an increase in the distance from the edge of the treated area. This indicates that the amount of 

amorphous carbon present is reducing. The position of both the Gaussian G peak and of the 
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Gaussian D peak is also observed to downshift further away from the directly treated area. This 

supports the assigning of these peaks to the amorphization of graphene, with an increase in the 

disorder of the sp2 hybridized sites and an increase in the sp3 hybridization resulting in a 

corresponding upshift of the Gaussian D and G peaks [254, 255]. Contrarily, the Lorentzian D 

peak and the intensity ratio between the Lorentzian D peak and the Lorentzian G peak 

(Lorentzian ID/IG) start to increase due to the larger presence of defected graphene rather than 

amorphous carbon (Figure 5.6).  

 

Figure 5.5: The (a) intensity, (b) FWHM, and (c) position of the Gaussian D and Gaussian G bands in the 

damaged supported graphene. (d) The intensity of the Lorentzian D band (ID) and the intensity ratio between the 

Lorentzian D band and Lorentzian G band (ID/IG) in the damaged supported graphene. 
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Figure 5.6: The intensity of the Lorentzian D band (ID) and the intensity ratio between the Lorentzian D band and 

Lorentzian G band (ID/IG) in the damaged supported graphene. 

As shown in Figure 5.7, the intensity ratio between the Gaussian D peak and the Lorentzian D 

peak (IDG/IDL) is around 0.3 as close as 6.7 µm away from the edge of the treated area, and 

exponentially decays to around 0.01 at a distance of around 35 µm, where the ratio seems to 

stabilize over the next few micrometres. It is expected that this ratio continues to fall further 

away from the treated area to approach that for untreated CVD graphene. Likewise, the 

intensity ratio between the Gaussian D peak and the Gaussian G peak (IGG/IGL) is around 0.4 at 

around 13 µm, exponentially decays, and finally stabilizes to around 0.16 at 45 µm. These two 

ratios are believed to be closely related to the degree of amorphization of graphene due to ion 

bombardment and the resulting high degree of disorder. Thus, it is suggested that in such cases 

of partial amorphization of graphene, the intensity ratios of the Gaussian D peak to the 

Lorentzian D peak (IDG/IDL) and the Gaussian G peak to the Lorentzian G peak (IGG/IGL) can 

be used to specify the degree of amorphization, with larger ratios indicating a higher degree of 

disorder. 

Figure 5.8 shows the Raman spectrum recorded at 𝐷𝑇 = 40 µm. Raman spectra with similar 

peaks were recorded at 𝐷𝑇 = 20 to 60 µm. Apart from the large Lorentzian ID/IG ratio, the 

presence of a low-intensity 2D peak and the Gaussian G peak previously attributed to the 

amorphous carbon, the Lorentzian G band is seen to split into two peaks with the emergence 

of the D' peak at around 1620 cm-1. Although the Gaussian G peak (at around 1530 cm-1) was 

previously attributed to the presence of amorphous carbon, the peak shape develops from a 

Gaussian one at higher defect concentrations to a Lorentzian peak shape. 
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Figure 5.7: The intensity ratio between the Gaussian and Lorentzian D band (IDG/IDL) and the intensity ratio 

between the Gaussian and Lorentzian G band (IGG/IGL) in the damaged supported graphene. 

 

Figure 5.8: The Raman spectrum at  𝐷𝑇 = 40 µm showing the D peak (1327.4 cm-1), ‘Gaussian G’ peak 

(1530.1 cm-1), Lorentzian G peak (1590.0 cm-1), D' peak (1620.68 cm-1) and 2D peak (2637.7 cm-1). 

Down to a distance of 60 µm, the D peak is not fully restored, unlike the G peak in which case 

the intensity, position and FWHM significantly approach the pristine state after 42 µm. 

5.2.2.2 Treated Suspended CVD Graphene Membranes on TEM Grids 

Figure 5.9 to Figure 5.11 show the peak parameters of interest for the Lorentzian and Gaussian 

D, G and 2D bands in treated suspended CVD graphene on TEM grids. As expected, the 

intensity of the Lorentzian D band increases linearly with an increase in treatment dose (Figure 

5.9 (b)). The Lorentzian D peak is also seen to downshift nonlinearly from around 1355 cm-1 
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to around 1325 cm-1 in an exponential decay (Figure 5.10 (a)). The frequencies at which the 

Lorentzian G band and 2D band occur do not shift significantly with the increase in treatment 

dose. However, both the Gaussian G band and Gaussian D band are seen to upshift with an 

increase in treatment dose, and downshift again at doses higher than 1.22×10-2 C/µm2. The 

intensity of both the Lorentzian G and 2D bands linearly decrease with an increase in dose. 

However, changes in both parameters, especially the intensity of the 2D may not be statistically 

significant given the large variation in the untreated membranes. Since the intensity of the 2D 

peak decreases and the width of the same 2D peak exhibits no significant change, the integrated 

area of the 2D peak decreases with an increase in the treatment dose (Figure 5.11). 

Figure 5.11 (b) shows the change in the Lorentzian ID/IG and FD/FG ratios of the suspended 

CVD graphene before and after gallium ion irradiation. The fact that the ID increases while the 

IG decreases enhances the linear increase of the ID/IG intensity ratio. The FD/FG follows an 

exponential decay mainly due to the changes of the same nature in the D peak. 

 

Figure 5.9: (a) The position and intensity of the Lorentzian 2D peak, and (b) the intensities of the Lorentzian D 

and G peaks, in suspended graphene. 

 

Figure 5.10: The position of the Lorentzian and Gaussian (a) D peak, and (b) G peak, in suspended graphene. 
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Figure 5.11: (a) The FWHM and integrated area of the Lorentzian 2D peak, and (b) the intensity ratio ID/IG and 

FWHM ratio FD/FG, in suspended graphene. 

 

Figure 5.12: The Lorentzian D peak against ion beam incidence angle. 

The effect of the incidence angle of the ion beam on the Raman spectrum was also investigated. 

Only the 2D peak was not affected by the incidence angle. Similar to an increase in treatment 

dose, an increase in the incidence angle to the surface downshifted the Lorentzian D peak in an 

exponential decay from around 1355 cm-1 to around 1325 cm-1 (Figure 5.12). Furthermore, 

while the ID increases linearly with a higher incidence angle (i.e. closer to normal incidence), 

the FD decreases linearly from around 40 cm-1 to 20 cm-1, causing the overall area to decrease. 

Again, similar to the treatment dose, an increase in the angle of incidence reduces the FG and 

hence the AG (Figure 5.13). The abovementioned changes cause the ID/IG ratio in Figure 5.14 

to increase linearly with an increase in incidence angle.  
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Figure 5.13: The FWHM and integrated area of the Lorentzian G peak against ion beam incidence angle. 

 

Figure 5.14: The intensity ratio ID/IG and the FWHM ratio FD/FG against the incident angle.  

5.2.2.3 Treated Suspended CVD Graphene Membranes on Silicon Nitride Microsieve 

Figure 5.15 shows optical micrographs of the CVD-graphene on silicon nitride microsieve 

before treatment, indicating the FIB treated areas . For each ion dose, two areas of graphene 

membranes were irradiated, denoted as T1-1 and T1-2 etc. Figure 5.16 presents the averaged 

Raman spectra obtained from the silicon nitride microsieve substrate, untreated (UT) graphene 

membranes, and the ion irradiated graphene membranes (T1, T2, and T3 as in Table 5.2), 

obtained using the 532 nm laser. The corresponding peak parameters obtained after post-

processing the Raman spectra are listed in Appendix F. 
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Figure 5.15: Optical micrographs of the CVD graphene on the silicon nitride microsieve (a) before, and (b) after 

removal of the sacrificial layer, showing the ion irradiated areas in (b). 

 

Figure 5.16: Raman spectra obtained of the CVD-graphene on the silicon nitride microsieve in the untreated (UT) 

and treated (T) regions. The spectra were (a) averaged and normalised, and (b) subtracted from the baseline.   

As also noted in Chapter 3, the silicon nitride microsieve substrate coupled with the use of the 

532 nm laser wavelength produces a significantly predominant baseline, with three peaks 

appearing in the same Raman shifts as the graphene D and G peaks. Thus, the 2D peak remains 

the main marker indicating the presence of graphene. However, upon irradiation with 

6.86×10-16 C/µm2 (T1) and 3.29×10-15 C/µm2 (T2), the D peak is observed to intensify and 

reduces in FWHM. This is coupled with an increase in the ID/IG and ID/I2D ratios and a decrease 

in the I2D/IG and FD/FG ratios. The higher ID/IG and ID/I2D ratios in the T1-2 area indicate that 

area T1-2 is more similar to areas T2 rather than to area T1-1. This may be attributed to 

imperfect control of the irradiation process. As observed for the previously irradiated CVD 
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graphene samples, higher irradiation doses of 6.61×10-13 C/µm2 (T3) once again reduce the 

intensity of the D and 2D peaks, and hence the ID/IG, ID/I2D and I2D/IG ratios. Optical imaging 

of the sample after treatment also showed that the areas treated with the highest dose (T3) were 

partially sputtered off. 

5.2.2.4 Treated Mechanically Exfoliated Graphene Membranes on PAA/Si Substrate 

Since mechanical exfoliation yielded a wide range of graphene flakes having different 

morphologies and number of layers, seven different flakes were chosen for ion irradiation. In 

the following sub-sections, the results obtained for each flake are presented separately. 

5.2.2.4.1 Flake E – 6.62×10-13 C/µm2 Patterning Method 

Figure 5.17 shows the 2D Raman spectral maps of Flake E before (Figure 5.17 (a-c)) and after 

(Figure 5.17(d-f)) irradiation using the patterning method at a dose of 6.60×10-13 C/µm2. A 

dose of 6.60×10-13 C/µm2 was selected since the damage incurred in the CVD graphene was 

appreciable even at the lower doses of 1.8 × 10-13 C/µm2 for the supported graphene (Section 

5.2.2.1) and 5.28 × 10-7 C/µm2 for the suspended graphene (Section 5.2.2.2). 

The spectral maps taken before irradiation indicate various different areas within the graphene 

flake, labelled from A1 to A5. Averaged spectra obtained from such areas are presented in 

Figure 5.18 (a). The different intensities of the 2D (Figure 5.17 (a)) and G (Figure 5.17 (b)) 

peaks within these areas indicate that each area has a different number of layers, with the 

brighter areas having less layers. Moreover, the D peak map in Figure 5.17 (c) indicates that 

majority of the areas are pristine, with the D peak present only at the edges of the flake and 

absent from the averaged spectra in Figure 5.18 (a). The flake is also observed to cover a total 

of five patterned holes in the substrate creating the membranes labelled M01 to M05.  Figure 

5.18 (b) shows the averaged spectra for each membrane. Note that prior to obtaining the Raman 

spectra, M01 and M04 were imaged via AFM causing significant damage to the membranes, 

and hence the appearance of the D peak in such areas. 

As shown in Figure 5.17 (d-f) and Figure 5.18 (c), irradiation caused a significant change in 

the Raman spectra obtained from Flake E. The 2D peak is absent while the D and G peaks 

increased in intensity and broadened into a broad band. This indicates that irradiating MLG 

with a dose of 6.62×10-13 C/µm2 using the patterning method caused complete amorphization 

of the graphene.  
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Figure 5.17: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a, d) 2D, 

(b, e) G, and (c, f) D peaks of Flake E, (a – c) before and (d – f) after ion bombardment.  

 

Figure 5.18: Raman spectra obtained from Flake E (a, b) before, and (c) after ion bombardment. In all spectra, 

an appropriate baseline was fitted and subsequently subtracted from the raw data. 
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5.2.2.4.2 Flake F – 1.33×10-14 C/µm2 Patterning Method 

Figure 5.19 shows optical micrographs of Flake F before and after irradiation. Compared to 

Flake E, Flake F was irradiated using a lower dose of 1.33×10-14 C/µm2 using the same 

patterning method. Figure 5.20 and Figure 5.21 present the 2D Raman maps and averaged 

spectra, respectively, of Flake E before and after irradiation. For the untreated flake, two main 

areas, A1 and A2, were identified, with A2 being a folded region of the MLG. Flake F also 

covers a hole creating membrane M01. After irradiation, both the optical micrograph as well 

as the Raman spectral maps indicate that the flake has been subjected to different doses. As 

such, areas labelled as A1.1, A1.2, A2.1, A2.2, and A3 were further identified and examined. 

 

Figure 5.19: Optical micrograph of Flake F (a) before, and (b) after irradiation. 
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Figure 5.20: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a, d) 2D, 

(b, e) G, and (c, f) D peaks of Flake F, (a – c) before and (d – f) after ion bombardment.  

 

Figure 5.21: Raman spectra obtained from Flake F before (dashed), and after (solid) ion bombardment.  
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Figure 5.22: Representative 2D peak from the untreated Flake F. 

Similar to Flake E, before ion irradiation Flake F exhibited a sharp G peak, and a very small D 

peak demonstrating the pristine nature of the graphene. Due to the multi-layer nature of the 

flake, the 2D peak was broad and was therefore fitted using two Lorentzian peaks, 2D1 and 

2D2, as shown in Figure 5.22. The corresponding peak parameters are listed in Appendix F. 

Upon irradiation, the G peak was noted to slightly broaden, especially for the thinner areas, 

while the D peak was observed to increase significantly. The D' peak also appeared as a 

shoulder to the G peak. With an ion dose of 1.33×10-14 C/µm2, the ID/IG ratio was observed to 

increase from around 0.03 to a minimum of 0.42 and a maximum of 1.28. As noted earlier, 

both the optical micrographs and the spectral maps of the treated flake indicate that the flake 

was not homogeneously irradiated. In fact, area A1.1 was heavily damaged to an ID/IG ratio of 

0.91. Furthermore, across the entire flake, linear markings can be noticed in the spectral maps, 

especially evident in the D peak map in Figure 5.20 (f). It is believed that these are related to 

the raster motion of the ion beam during patterning; the coarse step-wise motion of the beam 

leads to inhomogeneity of the treatment.  

5.2.2.4.3 Flake G – 3.30×10-15 C/µm2 Imaging Method 

Figure 5.23 (a) and (b) show an optical micrograph and an AFM height micrograph of Flake G 

before treatment, while Figure 5.24 presents the 2D Raman maps of the flake before and after 

treatment. Flake G was irradiated using the imaging method – thereby circumventing the 

inhomogeneity observed in Flake F. The resulting ion dose was calculated using Equation 5.1 

and Equation 5.2. More specifically, Flake G was imaged using an ion beam of 30 kV and 
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1.5 pA. The entire imaging area was of 98 × 84 µm2 with 2048 × 1768 pixels. Using a pixel 

dwell-time of 1 µs and 5 total scans, a dose of 3.30×10-15 C/µm2 was calculated. 

Average spectra from the areas labelled A1, A2, and membrane M01 are shown in Figure 5.25, 

with the respective peak parameters listed in Appendix F. 

 

Figure 5.23: (a) Optical micrograph, and (b) AFM height micrograph of Flake G. 

 

Figure 5.24: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a, d) 2D, 

(b, e) G, and (c, f) D peaks of Flake G (a – c) before and (d – f) after ion bombardment.  
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Figure 5.25: Raman spectra obtained from Flake G before (dashed), and after (solid) ion bombardment.  

The spectral maps of the treated Flake G confirm the homogeneity of the ion irradiation using 

the imaging method. While the flake is noted to be damaged due to the increase in the D peak, 

widening of the G peak and the emergence of the D' peak, the 2D maps do not exhibit the same 

linear markings as in Flake F. The applied dose of 3.30×10-15 C/µm2 increased the ID/IG ratio 

from 0.07 up to an average of 0.83. The relative consistency of the ID/IG ratio across the entire 

flake further proves the homogeneity of the treatment with this method.  

5.2.2.4.4 Flake H – 3.30×10-15 C/µm2 Imaging Method 

The same dose used for Flake G was used to treat Flake H, shown untreated in the optical 

micrograph of Figure 5.26. Figure 5.27 and Figure 5.28 show the 2D Raman spectral maps and 

the corresponding average spectra after treatment, respectively. The corresponding peak 

parameters of the treated spectra are listed in Appendix F. 
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Figure 5.26: Optical micrograph of Flake H. 

 

Figure 5.27: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a) 2D, 

(b) G, and (c) D peaks of Flake H, after ion bombardment.  

 

Figure 5.28: Raman spectra obtained from Flake H after ion bombardment.  
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The ion dose of 3.30×10-15 C/µm2 produced an average ID/IG ratio of 0.75, slightly lower than 

that in Flake G (0.83). This slight discrepancy is attributed to the different thicknesses of both 

flakes. However, both the ID/ID' and ID'/IG ratios are very similar in both treated Flakes G and 

H.  

5.2.2.4.5 Flake C – 6.60×10-16 C/µm2 Imaging Method 

Figure 5.29 shows the 2D Raman spectral maps obtained before (a – c) and after (d – f) ion 

bombardment of Flake C presented in Chapter 3. Flake C was irradiated with a lower ion dose 

of 6.60×10-16 C/µm2 using the imaging method. While the 2D Raman maps depicting the 

intensity of the 2D peak and G peak show little change with ion bombardment, the 2D Raman 

map exhibiting the D peak is significantly different; the D peak was only present at the edges 

of the flake before irradiation (similar to what was observed in Flake E), whereas the D peak 

appeared across the entire flake after irradiation, with its intensity being the highest in area A2 

and the membrane regions. 

Figure 5.30 shows the averaged Raman spectra obtained from the various locations A1, A2, 

M01, and M02 (as labelled in Figure 3.28 (a)) before and after ion bombardment. The Raman 

corresponding peak parameters are listed in Appendix F. As evidenced by Figure 5.30, the 

Figure 5.29: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a, d) 2D, 

(b, e) G, and (c, f) D peaks of Flake C, (a – c) before and (d – f) after ion bombardment. 
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position of the G peak did not change with the treatment, while its FWHM marginally increased 

by < 2 cm-1. Once again, treatment did not cause a significant change in the 2D peak. 

As described in Chapter 3, the mechanically exfoliated flake was originally pristine as 

evidenced by the absence of the D peak in its Raman spectra. Conversely, and as expected, ion 

bombardment introduced defects within the MLG flake causing the D peak and the D' peak to 

appear in the obtained Raman spectra. The ion dose of 6.60×10-16 C/µm2 on the 25 nm thick 

MLG flake caused the ID/IG ratio to increase from 0 (absent D peak) to approximately 0.23, 

significantly less than the ID/IG ratio obtained with the higher dose. 

5.2.2.4.6 Flake I – 6.60×10-16 C/µm2 Imaging Method 

Similar to Flake C, Flake I, a 10 to 15 nm thick MLG flake, was treated with an ion dose of 

6.60×10-16 C/µm2 using the imaging method. The optical micrograph before treatment and the 

2D Raman maps are shown in Figure 5.31 and Figure 5.32, respectively. The corresponding 

averaged spectra are shown in Figure 5.33 with the peak parameters listed in Appendix F. 

 

Figure 5.31: Optical micrograph of Flake I. 

Figure 5.30: Raman spectra obtained from Flake C before (dashed), and after (solid) ion bombardment. 
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Figure 5.32: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a, d) 2D, 

(b, e) G, and (c, f) D peaks of Flake I, (a – c) before and (d – f) after ion bombardment. 

 

Figure 5.33: Raman spectra obtained from Flake I before (dashed), and after (solid) ion bombardment.  

Similar to Flake C, the 2D spectral maps of the 2D and G peaks are very similar before and 

after irradiation. On the other hand, Figure 5.32 (c) suggests that the bottom half of the flake 

(A2) was damaged more than the top half of the flake (A1).  Compared to the ID/IG ratio of 

0.23 for Flake C, the ID/IG ratio varied from 0.18 to ~0.32 at A1 and A2, respectively. The 

inhomogeneous irradiation can be attributed to user error while aligning the ion beam image to 
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the flake. Although similar, the difference in the average ID/IG ratios in Flake C and Flake I can 

be attributed to the difference in thickness of the MLG, with the thicker flake (Flake C ~25 nm) 

exhibiting less damage. 

5.2.2.4.7 Flake J – 6.60×10-16 C/µm2 Imaging Method 

Lastly, the same ion irradiation dose of 6.60×10-16 C/µm2 was used to treat Flake J, shown in 

Figure 5.34. Figure 5.35 and Figure 5.36 show the 2D spectral maps and average spectra of the 

flake after irradiation. The peak parameters are listed in Appendix F. Once again, a similar 

ID/IG ratio of ~0.21 was obtained upon irradiation. 

 

Figure 5.34: Optical micrograph of Flake J. 

 

Figure 5.35: 2D Raman spectral maps of the sum of parts of the spectrum depicting the intensity of the (a) 2D, 

(b) G, and (c) D peaks of Flake J, after ion bombardment.  
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Figure 5.36: Raman spectra obtained from Flake J after ion bombardment.  

5.2.3 DISCUSSION 

5.2.3.1 Treated Supported CVD Graphene on SiO2/Si 

SEM imaging of supported graphene samples shows that graphene has been completely 

sputtered off from the areas treated with 1×10-10 C/µm2 (T100) and 5×10-11 C/µm2 (T50) as 

evidenced by the lack of texture in these areas. The characteristic D, G and 2D bands are also 

absent from the Raman spectra acquired from the mentioned areas.   

Due to the relatively large size of the gallium ion, it is found that lower doses are required to 

sputter graphene then if, for example, helium ions were used [38, 56]. While helium ions pass 

right through the graphene with minimal damage and embed themselves in the SiO2 substrate, 

gallium ions tend to transfer most of their kinetic energy to the surface of the sample and hence 

produce more damage in the top-most graphene layer [38]. Molecular dynamics work has 

shown that while heavier ions produce more damage, higher energies (on the order of 100 keV 

compared to 500 eV) induce less damage [163]. Thus, heavier ions with lower energies are 

more efficient to mill uniformly shaped pores i.e. causing full sputtering in confined areas.  

At treatment doses of 1×10-12 C/µm2 (T1) and 5×10-13 C/µm2 (T0.5), the 2D peak which is 

associated with the breathing mode of the graphene hexagonal ring is lost, implying that the 

graphene was transformed into amorphous carbon [57, 126]. Raman spectra of carbon black 

(amorphous carbon) consist of broad D and G peaks and a small broad bump at the 2D peak 

location [132], similar to what is observed in the above-mentioned treated supported graphene.  
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Various mechanisms can be attributed to the amorphization of the supported graphene sample. 

Firstly, the energetic ions hitting the graphene sample create defects, mostly point defects such 

as vacancies [57]. At low doses, these defects are sparse and only give rise to the activation of 

the disorder-induced D peak while the 2D peak is retained as the hexagonal crystal structure of 

the graphene is still mostly present, defined as Stage 1 [57]. At higher ion doses, the point 

defects start to coalesce to form more complex defects which will ultimately destroy the crystal 

structure of the graphene and hence the de-activation of the 2D peak, defined as Stage 2 [57]. 

In this case, the G and D peaks are still both present. The substrate supporting the graphene 

sheet can also be affected by the energetic ions [38, 256]. The size of the gallium ions precludes 

structural effects to the bulk of the substrate and thus causes a lot of disruption in the sample 

top-surface, even just below the graphene layer, forming serrations or very rough topographies 

of the underlying SiO2 [257]. In turn, the disorder and roughness induced in the surface of the 

substrate supporting the graphene may increase the possibility of cracking and the formation 

of other associated defects which will de-crystallize and amorphize the graphene. This might 

be especially true for the areas treated with 1×10-12 C/µm2 (T1) and 5×10-13 C/µm2 (T0.5) as 

the topography and texture changed significantly, as shown in Figure 5.1 (a).  

Finally, the atoms which have been sputtered from the graphene crystal structure to create 

vacancies can jump to another location to form adatoms and hence induce sp3 hybridization. 

Similarly, the ion beam may be also depositing more carbonaceous material which may be 

present either in the chamber atmosphere or as contamination on the sample itself onto the 

graphene layer increasing the sp3 hybridization [133]. In fact, Hong et al. [132] attribute the 

broad peaks induced by annealing to amorphous carbon deposited on graphene through 

carbonization of hydrocarbons during the applied thermal treatments in inert atmosphere. In 

this work, the polymer transfer method used to transfer the CVD-grown graphene from the 

copper foil to the SiO2 substrate is known to leave some polymer residue on the graphene 

sample – a precursor to carbonaceous material. Another contribution to the broad band at 

around 1300 cm-1 is the presence of organic contaminants which might be bound to the 

graphene causing chemical enhancement in the Raman spectrum [131, 258]. 

The ring of damaged graphene surrounding the 1×10-10 C/µm2 (T100) area (Figure 5.1) can be 

attributed to energetic ions from the ion beam which may have strayed from the focused beam 

and hit the graphene outside the target area. The presence of the D' peak at 1615 to 1623 cm-1 

is in fact often attributed to the presence of point defects, as also created by argon ion beam 

sputtering [57, 259]. As the gallium ions impinge the sample, some ions might be backscattered 
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and some atoms from both the graphene and the substrate might be sputtered inducing other 

defects, possibly away from the target area [56, 80, 256]. In fact, the majority of the total 

defects produced by an ion beam on supported graphene is attributed to indirect defect 

production [256].  

The intensity ratio of ID/IDʹ has been used to determine the defect type in graphene [127]. As 

shown in Figure 5.37, the ID/IDʹ increases linearly from around 4.8 at a distance of around 

20 µm when the peak can be first distinguished from the G peak, to around 8.6 at a distance of 

60 µm. It is being proposed that closer to the treated area, the small ID/IDʹ can be attributed more 

to boundary-like defects [127] brought about by extensive amorphization of the graphene and 

possible cracking due to the severe swelling of the substrate. As the distance away from the 

target area increases, these defects are replaced by vacancy-type defects caused by stray ions, 

and backscattering and sputtering actions resulting in a larger ID/IDʹ [127]. The ID/IDʹ is expected 

to vary gradually and the presence of the Dʹ peak at any point in the damaged zone can be 

attributed to a mixture of all the types of defects, from boundary defects to the presence of 

adatoms [56]. Song et al. [131] attribute peaks at relative shifts < 1550 cm-1 to materials bound 

to graphene which in this case could have originated from the polymer transfer process used or 

any other atmospheric contaminants. The IDʹ/IG was also seen to increase closer to the target 

area until the Dʹ peak was no longer distinguishable from the G peak, as also reported in [68, 

127].  

 

Figure 5.37: The evolution of the intensity ratio between the Lorentzian D and D' bands (ID/IDʹ) and the intensity 

ratio between the Lorentzian D' and G bands (IDʹ/IG). 
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One of the G peaks found at approximately 1530 cm-1, previously attributed to the presence of 

amorphous carbon due to its Gaussian profile, evolves into a peak with a Lorentzian profile at 

lower defect concentrations. The G band is typically reported to split in two peaks with the 

presence of defects with the D' peak emerging at a higher frequency and often being attributed 

to the presence of point defects created by ion beam sputtering. The splitting of the G peak into 

two and the presence of multiple peaks in the wide region of 1150 to 1650 cm -1 was also related 

to strain in graphene, functionalization of graphene, and to the vibration of molecular oxygen 

[153, 258, 260-262]. 

5.2.3.2 Treated Suspended CVD Graphene Membranes on TEM Grids 

Clear trends relating the treatment dose applied to monolayer graphene membranes suspended 

over Quantifoil TEM grids to the Raman spectra are evident. These include the increase in the 

intensity, in agreement with [57], yet narrowing of the Lorentzian D peak with an increase in 

dose, and a decrease in intensity and broadening of the 2D peak. Both the Gaussian D and G 

peaks, and the Lorentzian G peak show a slight decrease in intensity. The slight upshift of the 

Gaussian G peak can be attributed to an increase in the disorder [255]. Furthermore, the IGG/IGL 

ratio (Figure 5.38 (a)), which was previously used to determine the degree of amorphization, 

shows a non-monotonic trend with respect to the dose in the suspended graphene. On the other 

hand, contrary to what was observed for supported graphene, the IDG/IDL ratio (Figure 5.38 (a)) 

decreases with an increase in the treatment dose. This may be attributed to the increase in 

Lorentzian D peak intensity while the intensities of the Gaussian peaks do not significantly 

change. The intensity of the D peak and the Lorenztian ID/IG ratio increases linearly with an 

increase in the treatment dose, showing that defects are still being created in the graphene. MD 

simulations of suspended graphene under ion irradiation report that at low ion energies, 

comparable to those used in this study, the types of defects produced are most prominently 

single vacancies [140].  

The two stages of low and high disorder as a result of ion bombardment mentioned previously 

have stemmed from a reported non-monotonic trend for the ID/IG [57]. While in Stage 1, the 

ID/IG ratio increases with an increase in the ion beam dose due to the introduction of defects, at 

higher doses, the graphene enters Stage 2 during which the defects start to coalesce, cause 

partial amorphization and hence a decrease in the ID/IG ratio. While it is reported that Stage 2 

is reached with ion fluences as low as 1015 Ar+/µm2 [57], the ID/IG ratio in the present study is 

not observed to decrease even with a treatment fluence of at least 7.6×1016 Ga+/µm2, indicating 

that the suspended graphene is still at Stage 1 disorder. As will be further discussed hereunder, 
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this discrepancy can be mainly attributed to the fact that the graphene in this work is suspended 

and not supported by a substrate. Another contributing factor to the absence of the non-

monotonic trend in the ID/IG is the presence of both the Gaussian and Lorentzian D and G peaks. 

In fact, on examination of the total integrated area under the D and G peaks by adding both the 

Gaussian and Lorentzian components of each peak, AD and AG respectively in Figure 5.38 (b), 

it can be noticed that both areas seem to peak at a fluence of 3×1015 Ga+/µm2 before they start 

to decay, in agreement with [57]. The laser used for the Raman measurements (633 nm or 

1.96 eV) may also be a contributing factor to why this non-monotonic trend is not evidently 

observed as it has been reported that the non-monotonic trend of the ID/IG is less pronounced 

when using lower energy lasers [58]. 

It appears that while lower treatment ion doses from 1.80×10-13 C/µm2 up to 1.00×10-10 C/µm2 

applied to supported graphene lead to partial amorphization or complete sputtering of graphene, 

higher ion doses from 3.27×10-7 C/µm2 up to 1.31×10-2 C/µm2 applied to suspended graphene 

do not induce extensive amorphization. This is in agreement with the work by Fox et al. [80] 

who observe that supported graphene has a greater defect density ID/IG ratio than freestanding 

graphene for the same helium ion dose. To be able to fairly compare the two cases, the 

accelerating voltage used must also be taken into consideration. In the suspended graphene, the 

same range of treatment dose was applied using both 5 kV and 30 kV (constant ion beam 

current of 1.5 pA), however, no discernible changes were seen in the Raman spectra. Therefore, 

it is determined that this difference in accelerating voltage is insufficient to affect the extent of 

damage done by the ion beam on the supported graphene for the same dose [256].  

 

Figure 5.38: The evolution of (a) the intensity ratios IDG/IDL and IGG/IGL, and (b) the total integrated area AD and 

AG in suspended graphene. 
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This discrepancy in the effect of the same dose on different graphene samples is being 

attributed to the manner in which the graphene exists. The energetic ions impinging the 

supported graphene sample are able to pass through the graphene but are often trapped into the 

substrate causing swelling and roughening of the substrate. Some of the ions may also hit the 

substrate atoms and backscatter to the graphene from underneath causing double the damage 

[56, 80, 256]. On the other hand, the energetic ions impinging suspended graphene will only 

pass once through the graphene and then proceed to disperse in the atmosphere (or in the sample 

stage) with no backscatter. This means that the ions will only cause minimal damage mostly 

consisting of small vacancies. Furthermore, any carbon atoms from the graphene crystal 

structure which may have been knocked off the lattice will most likely be sputtered away into 

the atmosphere rather than implanted in the substrate or relocated as adatoms in the nearby 

graphene as expected in the supported graphene.  

Similar results have been reported following MD simulations of argon and silicon ions hitting 

suspended and supported graphene [164, 256]. For a given dose at accelerating voltages lower 

than 5 keV, the energetic ions tend to produce more defects in suspended graphene rather than 

supported graphene since in the latter, the carbon atoms are supported by the substrate and 

more energy would be needed to sputter them. However, ions at higher accelerating voltages 

produce more defects in supported graphene [256]. 

The effect of the incidence angle on the damage imparted to the suspended graphene is also 

investigated. A treatment dose of 3.27×10-3 C/µm2 was used and the incidence angle was 

changed from 28° to 83° to the sample surface. The Gaussian D and G peaks do not 

significantly change with the incidence angle. On the other hand, the intensity of the Lorenztian 

D peak and the Lorenztian ID/IG increase with an increase in the incidence angle. This indicates 

that as the incidence angle of the ion beam approaches 90° to the surface, more defects are 

being imparted in the graphene membrane, in agreement with simulation work [140]. This is 

attributed to the fact that at lower incidence angles the energetic ions graze the sample thus 

splitting their transferred energy between the in-plane and out-of-plane directions. Therefore, 

less energy is available to knock off the carbon atoms in the out-of-plane direction hence 

creating less vacancies. The grazing ions and any sputtered atoms may then bounce off the 

sample rather than pass through the graphene and so less indirect damage is produced. Grazing 

ions may create more Stone-Wales type defects since the carbon atoms would only be relocated 

or their bonds twisted.  
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5.2.3.3 Treated Suspended CVD Graphene Membranes on Silicon Nitride Microsieve 

The imaging method of irradiating graphene was applied to the suspended CVD graphene on 

silicon nitride microsieve at lower doses. Albeit treating these samples with only three different 

doses – 6.86×10-16 C/µm2, 3.29×10-15 C/µm2 and 6.61×10-13 C/µm2 – the results indicate that 

both Stage 1 and Stage 2 of disorder are reached, with the latter being reached with the highest 

dose of 6.61×10-13 C/µm2. The fact that Stage 2 appears to be initiated at 6.61×10-13 C/µm2, a 

significantly lower dose than those used for the CVD graphene on TEM grids, shows that the 

non-monotonic trend is indeed more pronounced when analysing the Raman spectra using a 

532 nm laser.  

5.2.3.4 Treated Mechanically Exfoliated Graphene Membranes on PAA/Si Substrate 

As shown in Section 5.2.2.4.2, the Raman 2D maps obtained from treated MLG using the 

patterning method indicate that the resultant treated area is inhomogeneous with respect to the 

damage imparted on the sample. Therefore, the imaging method was preferred to treat other 

graphene flakes with the same FIB equipment. The latter method produced more homogeneous 

results with respect to the damage imparted throughout the treated area. 

Figure 5.39 presents the evolution of different peak parameters upon ion irradiating 

mechanically exfoliated MLG. Each data point on the graphs represents the average obtained 

from all the areas within one flake, with the error bars reflecting the standard deviation. 

Furthermore, the data points having a dose of 0 C/µm2 refer to the untreated flakes while the 

data points at the right-most side (dose of 133×10-16 C/µm2) were obtained from Flake F using 

the patterning method. As evident in most plots, the averages obtained from flakes irradiated 

using the same dose are very similar. This suggests that while the MLG flakes had different 

thicknesses, the same ion dose induced a similar extent of damage. 

In line with the results obtained on the CVD SLG, an increase in ion irradiation dose from zero 

up to 3.30 × 10-15 C/µm2 linearly increased the ID/IG ratio from around 0.03 to around 0.75. 

This was accompanied by a linear decrease of the FD/FG ratio from around 2.5 to around 1.9, 

the emergence of the D' peak, and an increase of the ID'/IG ratio. The significant and 

inhomogeneous damage imparted on Flake E using a dose of 1.33 × 10-14 C/µm2 and the 

patterning method led to large error bars and an ID/IG average of 0.75, similar to that obtained 

at a dose of 3.30 × 10-15 C/µm2. However, as shown in Figure 5.19 and Figure 5.20, the spectra 

obtained from the heavily damaged area (A1.1) had a significantly lower ID/IG ratio of 0.42, 

while other areas had an ID/IG ratio of up to 1.28 (A3). This indicates that the ID/IG ratio once  
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 Figure 5.39: The peak parameters with increasing dose. Every data point represents the average obtained from 

one entire flake, with the error bars signifying the standard deviation. 
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again follows a non-monotonic trend on MLG, with the highest dosage reducing the ID/IG ratio 

due to partial amorphization. However, for the suspended CVD SLG (Figure 5.11), an ID/IG 

ratio of around 0.84 was obtained at a much higher dose of 4.86 × 10-4  C/µm2 while the ID/IG 

ratio was observed to increase to up to 2.95 at a dose of 1.22 × 10-2 C/µm2. The significant 

decrease in the dosage required to impart the same degree of damage on the mechanically 

exfoliated MLG deposited on the patterned PAA/SiO2 substrate can be attributed to the 

mechanism discussed in Section 5.2.3.2; exposing supported graphene to ion bombardment 

subjects the graphene to backscattered ions, hence increasing the damage induced. 

Irrespective of the absolute ion doses used, the FWHM of the G peak, FG, increases with an 

increase in defect density similar to the behaviour observed in supported CVD graphene 

(Figure 5.5 (b)). The FD/FG ratio decreases in agreement with Figure 5.11 (b) for suspended 

CVD graphene. The position of the D peak, PD, decreases in agreement with Figure 5.3 for 

supported CVD graphene, while both P2D1 and P2D2 decrease in agreement with P2D of the 

supported CVD graphene in Figure 5.4 (a). 

The emergence of the D' peak in most of the spectra obtained further allowed some trends to 

be noticed regarding this peak. With an increase in defect density, the position of peak was 

observed to decrease to lower Raman shifts while its FWHM increases. This results in the D' 

peak and the G peak to merge at higher defect densities, and hence the reason why the D' was 

not detected for the suspended CVD graphene with significantly larger defect densities (ID/IG 

ratios of up to 2.95). 

In all of the 2D Raman spectral maps presented in Section 5.2.2.4, the suspended MLG 

membranes appear brighter than the surrounding supported flake, both before and after 

treatment. This is attributed to less background noise due to the underlying substrate, and hence 

more clarity and higher intensities in the individual spectra. However, no significant difference 

was detected between the effect and degree of damage that the same treatment imparted on the 

suspended MLG membranes compared to the adjacent supported MLG flake. This is contrary 

to the results between the supported CVD graphene and exfoliated MLG flakes, and the 

suspended CVD graphene. In this case, it is believed that although the membranes in the MLG 

flakes are technically freely suspended, the well over which they are suspended is not a through 

hole, yet around 100 nm deep. Therefore, it is thought that the energetic ions incident on the 

MLG membrane can go through the membrane, interact with the bottom substrate, and 

backscatter onto the underside of the membrane, inducing secondary defects. Moreover, unlike 
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the other CVD-graphene samples which are single layered, the multi-layer nature of the 

exfoliated membranes may also be the reason behind (i) the lower dose required to induce 

damage, and (ii) the less evident difference between damage in the supported vs. suspended 

graphene. Upon ion bombardment, the ion has the chance to go through much more graphene 

layers and induce damage in any of these layers – unlike a one-time through pass in suspended 

SLG. 

5.3 EFFECT OF ION BOMBARDMENT ON ELASTIC 

MODULUS 
Following the results presented in Section 5.2, the effect of ion beam bombardment on the 

elastic modulus of the graphene membranes was investigated.   

Indentations were initially performed on the treated CVD graphene on TEM grids samples. 

However, the results were largely inconclusive with respect to any changes in the elastic 

modulus due to ion bombardment. Since it proved to be challenging to accurately locate 

different areas treated with different doses on these samples, mainly due to the nature of the 

TEM grids themselves and the AFM set-up – the repeated pattern of the TEM grid offers no 

visual markers within the small area that can be imaged with the AFM – it could not be 

ascertained that the indented membranes were in fact treated with the documented dose. As 

such, no conclusions could be drawn from any of the results obtained, and hence will not be 

presented in this thesis. 

Conversely, the imaging method used to treat the CVD graphene on the silicon nitride 

microsieve as well as the geometry of the microsieve itself (Figure 5.15) allowed for 

indentations to be performed with high confidence that the membranes indented were indeed 

treated with the documented dose. However, only graphene membranes irradiated with 

treatment T2 (dose of 3.29×10-15 C/µm2) were investigated for two reasons.  

Firstly, optical imaging after treatment showed that the highest dose of 6.61×10-13 C/µm2 (T3) 

caused most of the graphene to sputter off and thus, much less membrane area was available to 

indent with the AFM probe. Furthermore, upon imaging the remaining membranes with the 

AFM probe prior to indentation, most of the membranes were being ruptured during imaging 

itself even though lower force set-points were used. This indicates that severe disorder in the 

graphene structure is significantly detrimental to the mechanical integrity and strength of SLG.  
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Secondly, results obtained for the mid-range dose of 3.29×10-15 C/µm2 (T2), showed that 

indentation of the membranes with the lowest dose of 6.86×10-16 C/µm2 (T1) was futile. More 

details are given in Section 5.3.1.1.  

The T2 treated membranes were thus indented via AFM following similar procedures to those 

explained in Chapter 4. A total of thirteen different treated graphene membranes were indented 

using a total of six AFM probes; one DTNCLR probe with a spring constant of 61 N/m, two 

Tap190DLC probes with spring constants of 64 N/m and 57.4 N/m, and three FM50 probes 

with spring constants of 5.3 N/m, 4.2 N/m and 3.6 N/m. The results of these nanoindentations 

are presented in Section 5.3.1.1 and are compared to the results obtained from the same CVD 

graphene sample before treatment (presented in Chapter 4 Section 4.6.1).  

Similarly, the mechanically exfoliated MLG membranes in Flake D, which was treated at a 

dose of 6.62×10-13 C/µm2 using the patterning method, and Flake C treated with a dose of 

6.60 ×10-16 C/µm2 using the imaging method, were indented both before and after the 

treatment. Table 5.4 lists the AFM probes used for the indentations. The same kind of probes 

were used in this study to allow a constant spring constant value. Once again, the same 

procedure outlined in Chapter 4 was used to post-process the obtained force-curves. 

Table 5.4: Focused Gallium Ion Beam Treatments on Mechanically Exfoliated Multi-Layer Graphene indented 

via AFM. 

MLG Flake Treatment Dose 
(C/µm2) 

AFM Probe 

Treated Untreated 

Flake D Patterning Method, 
6.62×10-13 C/µm2 

Tap190DLC 
𝑘 = 49 N/m 

Tap190DLC 
𝑘 = 51 N/m 

DTNCLR 
𝑘 = 54 N/m 

DTNCLR 
𝑘 = 54 N/m 

Flake C, M01 and M02 Imaging Method, 
6.60×10-16 C/µm2 

Tap190DLC 
𝑘 = 49.20 N/m 

Tap190DLC 
𝑘 = 62.13 N/m 

 

5.3.1 RESULTS 

5.3.1.1 Treated Suspended CVD Graphene on Silicon Nitride Microsieve 

Figure 5.40 and Figure 5.41 compare the average elastic moduli obtained from the CVD 

graphene membranes on silicon nitride microsieve before treatment (also shown in Chapter 4) 

with those obtained after treating the same membranes with a dose of 3.29×10-15 C/µm2. In 

both cases, force curves obtained to indentation depths lower than 25 nm were omitted. 
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Figure 5.40: Average value of the elastic modulus before (UT) and after (T) treatment, against the spring constant 

of the probe used. The error bars represent the standard error. 

 

Figure 5.41: The average measured elastic modulus as measured using the FM50, Tap190DLC, and DTNCLR, 

probes before (UT) and after (T) treatment. The error bars represent the standard error. 

As already discussed in Chapter 4, for the untreated membranes a clear trend can be noticed 

whereby higher and more scattered elastic moduli are obtained using probes with higher spring 

constants. However, this is not the case for the treated membranes. On the one hand, as shown 

in Figure 5.40, different force curves obtained from the same membranes produced an average 

elastic modulus with low error bars using all probes. This means that the method of measuring 

the elastic modulus for a given membrane is repeatable. However, the average elastic moduli 

vary significantly from one membrane to another, even using the same AFM probe. This is 

especially the case with the use of the FM50 probe and leads to significant scatter in Figure 
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5.41. These results indicate that the individual membranes exhibit different resultant 

mechanical properties, possibly due to the inhomogeneous treatment. It is also possible that 

while untreated CVD graphene may have very small defects which do not significantly affect 

the elastic modulus of the membrane, ion irradiation preferentially attacks such defects. Such 

preferential attack can be significant enough to alter the elastic modulus, hence amplifying any 

native difference in the previously untreated membranes. It is well-known that defect sites 

within a material, and hence sites with higher energy levels, are more prone to chemical or 

morphological alteration upon an applied treatment. 

5.3.1.2 Treated Mechanically Exfoliated Graphene Membranes on PAA/Si Substrate 

5.3.1.2.1 Flake D – 6.62×10-13 C/µm2 Patterning Method 

Flake D from Case Study 1 in Chapter 4 was irradiated at a dose of 6.62×10-13 C/µm2 using the 

patterning method, similar to the treatment applied for Flake E. Raman analysis of the untreated 

flake shows no detectable D peak. On the other hand, upon treatment Flake D was at least 

partially amorphized with the treatment. 

Flake D was indented using Tap190DLC (𝑘 = 51 N/m, 49 N/m), and DTNCLR (𝑘 = 54 N/m) 

probes both before and after treatment. Figure 5.42 presents the measured elastic modulus from 

each force curve against the indented depth, as well as the average elastic modulus obtained 

using each probe. Once again, only force curves obtained using pre-set indentation depths of 

between 40 to 80 nm as suggested in Chapter 4 were considered in Figure 5.42 (b). 

 

Figure 5.42: (a) The calculated elastic modulus against the indented depth, and (b) the average calculated elastic 

modulus, E, using a pre-set indentation depth of between 40 nm and 80 nm, before (UT) and after (T) ion 

bombardment.  
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From Figure 5.42 (a), the same trend observed in Chapter 4 for the untreated (UT) membrane 

is once again observed for the treated (T) membrane; the measured elastic modulus is 

overestimated at lower indentation depths and stabilizes to lower values beyond indented 

depths of around 10 nm. However, the data points obtained from the treated membrane are 

overall higher than those obtained from the untreated membrane (Figure 5.42 (b)). 

5.3.1.2.2 Flake C – 6.60×10-16 C/µm2 Imaging Method 

Membranes M01 and M02 in Flake C, which was treated at a lower dose of 6.60×10-16 C/µm2 

using the imaging method inducing an ID/IG ratio of 0.22 at the membranes, were also indented 

before and after treatment using two Tap190DLC probes with a spring constant of 62 N/m and 

49 N/m, respectively for the untreated and treated membranes.   

Figure 5.43 presents the measured elastic modulus from each force curve against the indented 

depth, as well as the average elastic modulus obtained using each probe, considering only 

force-curves obtained using pre-set indentation depths of between 40 to 80 nm. Similar to the 

previous studies, the elastic modulus is once again overestimated at indentation depths lower 

than around 10 to 15 nm. However, no particular correlation between the application of the 

treatment and the resulting elastic modulus can be observed. This can be attributed to the fact 

that the spring constants of the probes used before and after treatment are significantly 

different. 

Figure 5.43: (a) The calculated elastic modulus against the indented depth, and (b) the average calculated elastic 

modulus, E, using a pre-set indentation depth of between 40 nm and 80 nm, using two Tap190DLC probes on 

both graphene membranes M01 and M02, before (UT) and after (T) ion bombardment. 
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5.4 CONCLUSION 
In Section 5.2, the effect of ion irradiation on the Raman spectrum of graphene was 

investigated. A significant distinction between the response of the supported graphene and 

suspended graphene membranes to ion beam irradiation is reported, with the former 

experiencing more induced damage in response to lower beam doses. This is being attributed 

to indirect damage which is caused in the supported graphene due to backscattering and 

sputtering incidents, as well as substrate swelling. A similar response was observed in multi-

layered graphene whereby the multiple layers induce backscattering, and hence lower doses 

were required to produce similar defect densities. 

Full and partial amorphization of the supported SLG graphene was also observed in the areas 

surrounding the directly irradiated areas. The ratio between the Gaussian D and Lorentzian D 

peaks (IDG/IDL) and the Gaussian G and Lorentzian G peaks (IGG/IGL) are being suggested to be 

used to quantify the degree of amorphization. A higher incidence angle of the ion beam to the 

suspended graphene surface increases the damage imparted in the graphene. 

In Section 5.3,  the effect of ion irradiation on the measured elastic modulus was investigated. 

From the results presented in Section 5.3.1, it is indicated that bombarding both SLG and MLG 

membranes with a focused ion beam with doses varying from 6.60×10-16 C/µm2 to 

6.62×10-13 C/µm2 may produce membranes with more scattered elastic moduli due to possible 

preferential attack in certain membranes. However, no clear trend can be seen whether the 

elastic modulus increases or decreases with such applied treatment. Any true variation in the 

elastic modulus is masked by the rather significant variation in the results caused by indenting 

the same membranes using AFM probes having different spring constants. 

Having said that, when using similar AFM probes with very similar spring constants, such as 

shown in Flake D (Section 5.3.1.2.1), the elastic modulus of the MLG membrane was seen to 

increase. Studies [63, 164] report that this increase in the elastic modulus can be attributed to 

cross-linking between the multi-layers of the graphene flake induced by ion irradiation.  

Furthermore, from the eight treated CVD SLG membranes indented with an FM50 probe, five 

membranes exhibited similar elastic moduli to the untreated membranes, while three of them 

exhibited a significantly higher elastic modulus upon treatment. Such an increase in elastic 

modulus cannot be attributed to cross-linking since only one graphene layer is present, and 

therefore other mechanisms might be in place. 
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Chapter 6 MOLECULAR DYNAMICS 

SIMULATIONS 
The work and results presented in Section 6.3 were published in [25]. 

6.1 INTRODUCTION 
Experiments with graphene can be laborious and demand accurate, precise and calibrated 

equipment, as evidenced by the results presented in Chapters 3 to 5. Molecular simulations can 

complement experiments and offer insights into the mechanical behaviour of graphene under 

nanoindentation, provided a suitable simulation model of graphene is used.  

In this work, two different molecular dynamics (MD) simulation models of graphene were 

used. Section 6.2 briefly describes the background of MD simulations and the role of force 

fields. In Section 6.3, a simplified force field, which uses the Morse bond potential is 

implemented in-house within the OpenFOAM/mdFOAM software as an initial benchmark 

study. This model is used to simulate uniaxial loading of graphene sheets in order to measure 

their elastic modulus, fracture stress and fracture strain. The effects of graphene sheet size, 

temperature and presence of vacancy defects within the sheets on such mechanical properties 

are investigated. Dedicated visualisation software is also used to explore the fracture behaviour 

of such graphene sheets.  

In Section 6.4, the Adaptive Intermolecular Reactive Empirical Bond Order (AIREBO) 

potential [263] within the more popular open-source LAMMPS (Large-scale 

Atomic/Molecular Massively Parallel Simulator) [264] MD simulation code, chosen due to its 

superior computational performance and modelling accuracy, is used to model the 

nanoindentation experiments performed via AFM, described in Chapter 4. This is done in order 

to understand better the interactions between the graphene membrane and the indenter during 

indentation, and the elastic response of the graphene membrane under point loading. More 

specifically, such simulations aim at unveiling any phenomena at play during indentation which 

would explain the results presented in Chapter 4; the overestimation of elastic modulus at low 

indentation depths, and the dependence of the measured elastic modulus on the stiffness of the 

AFM cantilever used. 
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6.2 MOLECULAR DYNAMICS  
Molecular dynamics involves the use of Newton’s equations of motion, presented in Equation 

6.1 and Equation 6.2, to solve for the position 𝒓𝑖, and velocity 𝒗𝑖, of all 𝑁 atoms in the system 

(𝑖 = 1,2 … , 𝑁), with mass 𝑚𝑖 [265]. 

𝒗𝑖 =
𝑑𝒓𝑖

𝑑𝑡
 Equation 6.1 

𝒇𝑖 = 𝑚𝑖
𝑑𝒗𝑖

𝑑𝑡
 Equation 6.2 

𝒇𝑖 = −
𝜕𝒱(𝑟)

𝑑𝒓𝑖
 Equation 6.3 

The net force 𝒇𝑖, acting on the atoms is obtained from Equation 6.3 using a potential function 

𝒱(𝑟). Potential functions, or force fields, dictate the net force that acts on each atom during the 

simulation, due to the configuration of neighbouring atoms. These are normally a combination 

of intermolecular bonds (e.g. van der Waals bonds) and intramolecular bonds (e.g. covalent 

bonds). The Tersoff-Brenner [147, 183] and AIREBO [24, 148, 160, 174] potentials are 

amongst the most commonly used force fields to simulate graphene in MD. However, it was 

shown that the Morse bond potential function is also able to accurately simulate graphene at 

lower computational costs [168]. Hence, in this work, both the Morse bond potential as well as 

the more widely used AIREBO potential are used in Section 6.3 and Section 6.4, respectively. 

The equations of motion are numerically integrated in space and time for all atoms in the sheet 

using the velocity Verlet algorithm. A flow chart of the algorithm is presented in Figure 6.1 

and in Equation 6.4 to Equation 6.7. The velocity Verlet algorithm is computed for every time-

step ∆𝑡, whereby the total simulated time is the total time-steps performed multiplied by the 

time-step size. For the algorithm to be stable and computationally efficient, the correct choice 

of ∆𝑡 is required. A too large time-step will reduce the processing time, but will integrate the 

atomic positions within the high repulsive part of its neighbours, causing system heating and 

then simulation blow-up. A too small time-step will be wasteful of computational resource. In 

every problem, a careful identification of the time-step is carried out. Typically, literature 

provides a good starting point for ∆𝑡. In this work, a time-step of 0.43 fs using the Morse bond 

potential (Section 6.3) and 0.5 fs using the AIREBO potential (Section 6.4) were used.  
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𝒗𝑖 (𝑡 +
1
2

∆𝑡) = 𝒗(𝑡) +
1
2

∆𝑡
𝒇𝑖

𝑚𝑖
 Equation 6.4 

𝒓𝑖(𝑡 + ∆𝑡) = 𝒓(𝑡) + 𝒗𝑖 (𝑡 +
1
2

∆𝑡) 
Equation 6.5 

𝒇𝑖(𝑡 + ∆𝑡) = −∇𝒱(𝒓𝑖(𝑡 + ∆𝑡)) Equation 6.6 

𝒗𝑖(𝑡 + ∆𝑡) = 𝒗 (𝑡 +
1
2

∆𝑡) +
1
2

∆𝑡
𝒇𝑖 (𝑡 + 1

2 ∆𝑡)
𝑚𝑖

 
Equation 6.7 

All simulated atoms are initialised with a zero (Section 6.3) or pre-defined Maxwellian 

distributed (Section 6.4) velocities applied to all atoms, and then equilibrated for a pre-defined 

duration of time before loading is applied. This allows for all the atoms to interact with each 

other and for an equilibrium in their energies to be reached. For computational speed up, atoms 

interact only with their neighbours within a radius of 𝑟𝑐𝑢𝑡, instead of the full system 𝑁. This is 

done using the standard neighbour list algorithm. The value of 𝑟𝑐𝑢𝑡 is chosen large enough to 

ensure that van der Waals interactions at such atom-atom distances are close to zero. 

A thermostat can also be applied to set and control the temperature of the graphene sheet. Since 

the temperature of a system is proportional to its kinetic energy, the thermostat operates by 

regulating the molecular velocities to control the overall temperature of the system throughout 

the simulation. 

In this work, MD simulations are run using either NVE (microcanonical) or NVT (canonical) 

ensembles. Running a simulation at NVE means that the number of atoms, the volume of the 

simulation box, and the net energy of the system are conserved throughout the simulation. On 

the other hand, running the simulation using the NVT ensemble means that the number of 

atoms, the volume of simulation box and the temperature are held constant. With the latter 

ensemble, the Nosé-Hoover algorithm is used as the thermostat. 
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Figure 6.1: A flow chart showing the velocity Verlet algorithm in a typical MD simulation timestep. 

6.3 A SIMPLIFIED MODEL FOR GRAPHENE ON 

OPENFOAM 
In this work, the Morse, bending angle, torsion and Lennard-Jones potential functions were 

first used concurrently, as described by Walther et al. [266]. These potentials were originally 

used to understand hydration effects of water with carbon nanotubes, and are tested here due 

to their simplicity and low computational cost. In this work, these potentials were implemented 

for the first time in the OpenFOAM software within the mdFOAM library. This simple force 

field was used to test pristine graphene under uniaxial loading and was validated with available 

studies. The aim of this study was to understand the dependence of mechanical properties on 

sheet size, temperature and orientation. Whenever possible, the obtained results were compared 

with experiments and literature MD simulation results that use different potential functions. 

These MD simulations were also used to study the fracture behaviour and mechanical 

properties of nanoporous graphene with increasing monovacancy defect concentration. This 
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was carried out to mimic graphene in the as-synthesised condition, and also intentionally 

porous sheets for applications that require non-pristine sheets such as filtration membranes. 

Section 6.3.1 gives a detailed description of the molecular dynamics simulations and case 

setup. Section 6.3.2 describes the validation simulations for pristine graphene and presents 

results for nanoporous graphene, while Section 6.3.3 concludes the presented work. 

6.3.1 METHODOLOGY 
In this section, the mdFOAM molecular dynamics code [267, 268] was used, which is available 

in the OpenFOAM software [269]. OpenFOAM is an open-source C++ toolbox typically used 

for computational simulations. The mdFOAM library was extended to include the new 

potential functions, constraints and measurement tools described in the following. 

6.3.1.1 Potential functions 

During the MD simulation, the net force on all atoms in Equation 6.3 is determined via the 

spatial derivative of four potential functions [266]. These potentials are illustrated in Figure 6.2 

and consist of; (i) a Morse stretching potential 𝒱𝑖𝑗
𝑀  used to model the C-C covalent bond 

lengths, (ii) a harmonic potential 𝒱𝑗𝑖𝑘
𝐵𝐴 used to model the bending angle between bonds, (iii) a 

two-fold torsion potential 𝒱𝑗𝑖𝑘𝑙
𝑇  used to model out-of-plane stiffness, and (iv) a Lennard-Jones 

intermolecular potential 𝒱𝑖𝑗
𝐿𝐽 used to model van der Waals and steric bonds. These are given, 

respectively, by Equation 6.8 to Equation 6.11. 

𝒱𝑖𝑗
𝑀 = 𝐾𝐶𝑟(𝑒−𝛾(𝑟𝑖𝑗−𝑟𝐶) − 1)

2
 Equation 6.8 

𝒱𝑗𝑖𝑘
𝐵𝐴 = 𝐾𝐶𝜃(cos 𝜃𝑗𝑖𝑘 − cos 𝜃𝐶)

2
 Equation 6.9 

𝒱𝑗𝑖𝑘𝑙
𝑇 =

1
2

𝐾𝐶𝜙(cos 𝜙𝐶 − cos 𝜙𝑗𝑖𝑘𝑙) 
Equation 6.10 

𝒱𝑖𝑗
𝐿𝐽 = 4𝜖𝐶𝐶 [(

𝜎𝐶𝐶

𝑟𝑖𝑗
)

12

− (
𝜎𝐶𝐶

𝑟𝑖𝑗
)

6

] 
Equation 6.11 

The values for the constants in these equations are listed in Table 6.1, and the variables 𝑟𝑖𝑗, 

𝜃𝑗𝑖𝑘, and 𝜙𝑗𝑖𝑘𝑙 are shown in Figure 6.2. The total potential energy 𝒱𝑀𝑂𝑅𝑆𝐸 of the system is 

given as a sum of all four potentials over all carbon atoms as shown in Equation 6.12. 

𝒱𝑀𝑂𝑅𝑆𝐸 = ∑ 𝒱𝑀(𝑟𝑖𝑗)
𝑖,𝑗

+ ∑ 𝒱𝑗𝑖𝑘
𝐵𝐴

𝑖,𝑗,𝑘

+ ∑ 𝒱𝑗𝑖𝑘𝑙
𝑇

𝑖,𝑗,𝑘,𝑙

+ ∑ 𝒱𝑖𝑗
𝐿𝐽

𝑖,𝑗

 Equation 6.12 
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Figure 6.2: Schematics of (a) the Morse bond length 𝑟𝑖𝑗 , (b) the bond angle 𝜃𝑗𝑖𝑘, (c) the torsion angle 𝜙𝑗𝑖𝑘𝑙 , and 

(d) the Lennard-Jones pair interaction distance 𝑟𝑖𝑗 , where the highlighted region indicates the 1–2 and 1–3 atom 

interactions which are excluded for an arbitrary atom 𝑖. 

Table 6.1: Parameter constants for the potential functions. [270] 

𝐾𝐶𝑟 = 478.9 kJ mol−1 𝜃𝐶 = 120° 𝑟𝐶 = 1.418 Å 

𝐾𝐶𝜃 = 562.2 kJ mol−1 𝜙𝐶 = 0° 𝛾 = 2.1867 Å−1 

𝐾𝐶𝜙 = 25.12 kJ mol−1 𝜖𝐶𝐶 = 0.4396 kJ mol−1 𝜎𝐶𝐶 = 3.851 Å 

 

The Morse, bending angle and torsion potentials are applied to atom groups that are covalently 

bonded, while the Lennard-Jones potential excludes 1–2 and 1–3 interactions [266] as 

illustrated by the shaded region in Figure 6.2 (d) for an arbitrary atom, and excludes pair atom 

computations with separation 𝑟𝑖𝑗 greater than the cut-off radius 𝑟𝑐𝑢𝑡 = 1 nm. In the initialisation 

stage, the atomic bonds are established and saved in a bonds list. This list is accessed 

throughout the simulation to avoid unnecessary computational processing required to re-

establish the bonds in every time-step.  

During loading, the Morse, angle bending and torsion bonds are then permanently broken only 

when the Morse bond exceeds 𝑟𝑖𝑗 > 0.2 nm [271]. In such a case, the bonds list is repopulated. 

Given that this usually occurs towards the end of the simulation when the sheet fractures almost 

instantaneously, the bonds list remains constant throughout most of the simulation. As a result 

of the optimised bond selection, the resulting computational timings are approximately 

𝑂(𝐶 × 𝑁) where 𝐶 ≈ 1.5. On the other hand, both the AIREBO and Tersoff-Brenner potentials 
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have a reactive bond-order term, with typically either 3- or 4-body potentials. These bond order 

terms are also adaptive, meaning they need to access atomic position information at every time-

step (in contrast to the fixed bond lists used in this work), resulting in a major computational 

penalty. The cost of the AIREBO and Tersoff-Brenner potentials can however be reduced, 

although at the expense of numerical and programming complexity.  

6.3.1.2 Atom Configuration  

In this section, the mechanical properties of graphene are studied by simulating uniaxial tensile 

loading of a rectangular graphene sheet. As such, the atom positions in a hexagonal lattice with 

bond length 1.42 Å were created to represent the carbon atoms within a rectangular graphene 

sheet with a diagonal length 𝐿𝐷. The graphene sheets were also oriented such that their longer 

axis was either in the armchair or in the zigzag orientation, as shown in Figure 6.3. 

To model vacancies in the graphene sheets, individual atoms were selected in a random manner 

or a uniform distribution and removed from the initial list of atoms. 

6.3.1.3 Simulation Parameters 

The velocity Verlet algorithm within an NVE ensemble with a time-step of 0.43 fs was used. 

All simulated graphene sheet atoms were initialised with a zero velocity, and then equilibrated 

for a duration of at least 20 ps (~46 500 time-steps) before loading was applied. During 

equilibration, the FADE algorithm [272] was applied to gradually introduce the intermolecular 

forces on the carbon atoms using a time-weighted function with time relaxation 𝜏𝑇 = 21 ps. 

This prevents a sudden increase in energy of the system which might otherwise result in a 

sudden expansion of the graphene sheet and hence possible premature sheet fracture. To 

prevent the sheet from drifting within the domain, the net velocity of the sheet was set to zero 

during equilibration using a simple velocity constraint [273]. A Langevin thermostat [274] was 

applied to control the temperature of the sheet during relaxation and loading. 

6.3.1.4 Loading method and calculations 

To simulate uniaxial tensile loading, hexagonal rings at opposite edges of the graphene sheet 

were constrained as shown in Figure 6.3. Constrained atoms were subjected to a quasistatic 

strain rate of 2.56×108 s−1 in accordance with [168]. Unless otherwise stated, armchair (AC) 

and zigzag (ZZ) graphene sheets with an aspect ratio of approximately 1:1.3 were considered, 

which are loaded along the longitudinal axis, as indicated in Figure 6.3 (b) and (c). The applied 

strain to the sheet 𝜀  at time 𝑡  was found using 𝜀(𝑡) = (𝑙𝑥(𝑡)−𝑙0)
𝑙0

, where 𝑙0  and 𝑙𝑥(𝑡) are the 
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distances between two arbitrarily pre-selected atoms from the sheet (just outside the 

constrained region) before and during loading, respectively. The stress 𝜎 and elastic modulus 

𝐸 were computed using Equation 6.13 and Equation 6.14. 

𝜎(𝜀) =
1
𝑉0

𝜕𝑈(𝜀)
𝜕𝜀

 Equation 6.13 

𝐸 =
1
𝑉0

𝜕2𝑈(𝜀)
𝜕𝜀2  

Equation 6.14 

𝑉0 is the original volume of the sheet when assuming a thickness of 0.335 nm [13], and 𝑈 is 

the strain energy of the sheet which is measured as the difference of the total system potential 

energy between a time 𝑡 and the unloaded sheet. To solve Equation 6.13 and Equation 6.14, a 

similar method described by Le and Batra [168] was adopted, which involves fitting a cubic 

function to strain energy 𝑈 against strain 𝜀, and applying straightforward differentiation. The 

value of the elastic modulus reported in this work is 𝐸 at zero strain. 

6.3.2 RESULTS AND DISCUSSION 
In this section, the MD graphene model is validated by measuring the mechanical properties 

and investigating the fracture behaviour of pristine graphene for different orientations, sheet 

size and temperatures and comparing them to literature sources when available. Graphene with 

ordered and random vacancy defects are then investigated. 

6.3.2.1 Sheet Size Dependence 

Eleven different sheet sizes ranging from diagonal lengths 𝐿𝐷 of 1.35 to 14.51 nm (42 to 4760 

carbon atoms) were modelled at a temperature of 0 and 300 K. Each case was run using four 

Figure 6.3: (a) A schematic illustration of a graphene sheet showing the edge atoms constrained (shaded in grey) 

for the application of the pre-defined strain-rate. (b) and (c) illustrate the loading direction of an armchair (AC) 

and zigzag (ZZ) sheet, respectively. 
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statistically independent realisations and an average of the mechanical properties was taken. 

To obtain statistically independent samples, each realisation of the same case was run for a 

different duration at the equilibration stage before loading was applied. 

The effects of sheet size on elastic modulus, fracture stress and fracture strain are shown in 

Figure 6.4 (a – c) for 0 K. The results show that the mechanical properties assessed in this work 

decrease with an increase in sheet size from the smallest sheets considered up to a critical length 

of approximately 6 to 7 nm, beyond which the properties stabilise to that of bulk graphene. 

This behaviour is especially evident in ZZ sheets whereby an increase in diagonal length from 

1.42 to 5.66 nm decreases the elastic modulus, fracture stress and fracture strain by 7.2%, 

16.5% and 15%, respectively. On the other hand, the elastic modulus, fracture stress and 

fracture strain for AC graphene decrease by only 2%, 1.7% and 5.8%, respectively, for the 

same size range. 

The results for sheets at 300 K are shown in Figure 6.4 (d – f), where the critical length at 

which the fracture stress and fracture strain approach that of bulk graphene observed at this 

temperature lies between 8 and 10 nm; this is in good agreement with the critical length of 

10 nm indicated by Zhao et al. [24]. Furthermore, at 300 K a more pronounced behaviour is 

observed for the fracture stress and strain below this critical length. For ZZ graphene at 300 K, 

an increase in diagonal length from 1.42 to 5.66 nm results in a decrease of the fracture stress 

and fracture strain by 23.9% and 22.3%, respectively. On the other hand, the fracture stress and 

fracture strain for the AC graphene sheets decrease by 15.4% and 16.3%, respectively. This 

size dependency of fracture properties is in good agreement with Ni et al. [166] (Tersoff- 

Brenner) and Sakhaee-Pour [275] (finite-element modelling). For the smallest sheet when 

tested at a temperature of 300 K, a slight decrease in elastic modulus was also observed, which 

was not observed by Ni et al. [166] and Sakhaee-Pour [275], but was evident in the AIREBO 

MD simulations carried out by Zhao et al. [24]. 

 



Chapter 6 – Molecular Dynamics Simulations 

245 

 

Figure 6.4: Results for elastic modulus, fracture stress and fracture strain for AC- oriented graphene (red solid 

circles) and ZZ-oriented graphene (blue inverted triangles) with increasing sheet size for two different 

temperatures: (a – c) 0 K, and (d – f) 300 K. The dashed lines represent bulk mechanical properties. 
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Table 6.2: Measured mechanical properties of pristine bulk graphene. Note that the error bars of the 0 K graphene 

sheet are negligible and have not been included. 

 𝑬 (TPa) 𝝈 (GPa) 𝜺 

AC (0 K) 1.035 72.69 0.1278 

ZZ (0 K) 1.061 103.19 0.1736 

AC (300 K) 1.056 ± 0.011 65.19 ± 0.84 0.0919 ± 0.002 

ZZ (300 K) 1.093 ± 0.175 94.19 ± 1.36 0.1335 ± 0.003 

Nanoindentation Lee et al. [13] 1.0 ± 0.1 130 ± 10 0.25 

AC (300 K) Zhao et al. [24] 1.01 ± 0.03 90 0.13 

ZZ (300 K) Zhao et al. [24] 1.01 ± 0.03 107 0.20 

 

Table 6.2 presents the resulting bulk mechanical properties of graphene as measured from the 

Morse bond MD simulations. The values for the elastic and fracture properties are in very good 

agreement with data found in [13, 24, 34, 275, 276]. Values for the elastic modulus agree very 

well with the experimental results of Lee et al. [13] (1.0 ± 0.1 TPa) and the MD simulations 

using the AIREBO potential of Zhao et al. [24] (1.01 ± 0.03 TPa). However, the fracture stress 

and fracture strain obtained are within 30% of the experimental [13] and AIREBO simulations 

[24] results available in literature. The differences between the presented results and those of 

Zhao et al. [24] may be attributed to the inability of the applied model to deal with changes in 

bond coordination which occurs just before and during fracture. In this respect, the adaptive 

bond-order term in the AIREBO potential performs better since it allows the bonds to change 

at fracture. A second possible contribution to the underestimation of fracture stress and strain 

values may be related to the fact that Zhao et al. [24] consider an infinite sheet in the transverse 

direction of loading by applying periodic boundary conditions, and constrain the dynamics of 

atoms at a fixed pressure using the NPT ensemble. On the other hand, the presented simulations 

consider a finite graphene sheet, with dangling bonds at the transverse edge of the graphene 

sheet in the NVT ensemble. 

Stress versus strain graphs for bulk graphene are shown in Figure 6.5 (a). At small strains (up 

to about 2%), graphene exhibits a linear behaviour, while a non-linear stress-strain response is 

seen for larger strains up to fracture, in agreement with the simulation work in [24] and 

experimental work in  [13, 104]. In this work, it is found that the ZZ direction is stronger and 

slightly stiffer than a graphene sheet loaded from the AC direction. This anisotropic 

dependence agrees with [24, 172, 174] which is attributed to the geometrical distribution of the 
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covalent bonds in the hexagonal lattice, as illustrated in Figure 6.5 (b) and (c). When graphene 

is loaded along the AC direction, roughly a third of the bonds in the sheet are perfectly aligned 

to the loading direction (Figure 6.5 (b)), and thus the loading is directly transferred to these 

bonds. However, when the load is applied along the ZZ direction (Figure 6.5 (c)), none of the 

covalent bonds are aligned to the loading direction and therefore the actual force sustained by 

each covalent bond is in fact a component of the force acting along the bond angle, which 

results in less force than those sustained by the AC sheets. As such, this allows the ZZ-loaded 

sheet to elongate further and hence withstand more stress and strain along the ZZ direction 

prior to fracture. 

Based on these results, sheets with diagonal length of approximately 13 nm and aspect ratio of 

1:1.3 were used in the following studies (unless otherwise stated), such that all simulations 

represent graphene sheets having bulk-mechanical characteristics. 

6.3.2.2 Fracture Behaviour of Pristine Graphene 

Figure 6.6 and Figure 6.7 present the fracture process of pristine AC and ZZ graphene sheets, 

respectively, at 300 K. The fracture behaviour is mostly dependent on the alignment and 

position of the covalent bonds with respect to the loading direction. As such, the path of travel 

occurs perpendicular to aligned covalent bonds. For the AC-loaded sheet, a high percentage of 

covalent bonds are aligned with the loading direction and so the crack propagates perpendicular  

Figure 6.5: (a) Stress-strain plot of AC (red) and ZZ (blue) graphene sheets. All simulations were run at 300 K 

except the ones marked otherwise. Results from other simulations for sheets with a single vacancy (SV) defect, and 

nanoporous sheets with 7% defect density are also presented. (b) and (c) illustrate the resolved forces along 

selected covalent bonds during AC and ZZ loading, respectively. 
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Figure 6.6: Fracture process of a pristine AC graphene sheet with a diagonal length of 14.63 nm at 300 K. (a – 

f) show snapshots of the sheet at different times of the simulation during the occurrence of fracture. 

 

Figure 6.7: Fracture process of a pristine ZZ graphene sheet with a diagonal length of 14.84 nm at 300 K. (a – f) 

show snapshots of the sheet at different times of the simulation during the occurrence of fracture. 

to loading. For the ZZ-loaded sheet, the covalent bonds are not oriented in the same direction 

as loading, and so crack propagation favours a diagonal travelling path (∼60°) normal to the 

alignment of the bonds. 

While pristine graphene supports high fracture strains, its mode of fracture under loading is 

brittle since cracks rapidly propagate when they form, resulting in catastrophic failure of the 

sheet. Similar fracture patterns to those presented in Figure 6.6 and Figure 6.7 have been also 

observed with the use of the AIREBO [174, 179, 180, 277] and Tersoff-Brenner [29, 278] 

potentials. AIREBO and Tersoff-Brenner potentials are known to model the fracture behaviour 
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accurately, thus the simulation results obtained in this study, albeit using a simpler set of 

potential functions, are in very good agreement with more established potentials. 

6.3.2.3 Temperature dependence 

Graphene is expected to be used in several different applications for which the environmental 

conditions vary considerably. In this study, the effect on the mechanical properties of pristine 

graphene at different temperatures, varying from 0 to 1100 K, is studied. For each case, five 

statistically independent simulations were carried out and an average was taken. 

The variation of several mechanical properties with temperature is shown in Figure 6.8. It is 

evident from these graphs that the fracture stress and strain decrease substantially with an 

increase in temperature for both ZZ and AC loading configurations. For ZZ-loaded graphene 

at 1100 K, the fracture stress decreases to 53.3 GPa (48% decrease from 0 K), while the fracture 

strain decreases to 0.053 (70% decrease from 0 K), while for AC graphene fracture stress and 

strain reduce by 39 and 58%, respectively, from 0 K. The same dependence of stress and strain 

on temperature has been observed using the AIREBO potential in [34, 171, 175, 176, 180, 279]. 

For example, Zhang et al. [171] obtained a 50% decrease in intrinsic strength when the sheet 

temperature is increased from 0 to 1200 K. 

The thermal fluctuations of atoms are the principal reason why graphene’s fracture stress and 

strain are reduced at higher temperatures. Carbon atoms possess more kinetic energy at 

elevated temperatures, causing significantly high vibrations and, as a result, a large out-of-

plane motion (in the z-direction) in equilibrium, resulting in overall sheet rippling, as shown 

inFigure 6.9. The distance covered by carbon atoms in the z-direction at equilibrium is shown 

in Figure 6.9 (a) as a function of temperature; assuming a sheet thickness of 0.335 nm at 0 K, 

the out-of-plane distance covered by molecules is 3 times larger for the 1100 K than the 0 K 

Figure 6.8: Results for (a) elastic modulus, (b) fracture stress, and (c) fracture strain of AC (red solid circles) 

and ZZ (blue inverted triangles) graphene sheets (𝐿𝐷=14.7 nm), varying with sheet temperature. 
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sheet due to thermal motion. The perturbations in the sheet are gently ironed out during loading, 

but since thermal fluctuations still remain, covalent bonds are more susceptible to break 

prematurely, producing cracks at lower strain and stress. Conversely, the elastic modulus is 

largely unchanged within a large temperature range. The elastic modulus increases from 0 K 

to 500 K by 6% and 13 % for ZZ and AC graphene, respectively, and remains relatively 

constant until ∼900 K. At higher temperatures (> 900 K), a decrease in the elastic modulus to 

∼0.8 TPa is observed, similar to that obtained in [279], but is still exceptionally high when 

compared to other conventional materials. The larger variation in results obtained at higher 

temperatures – evidenced by wider error bars – are expected due to the large thermal 

fluctuations. 

6.3.2.4 Random and uniformly distributed vacancy defects 

It is evident that the presence of atomic defects may affect the properties of graphene quite 

considerably. Although generally not desired, defects can originate from a fabrication process, 

but can also be intentionally introduced, for example, in the production of nanoporous graphene 

membranes for desalination [267] or filtration applications. In these applications, nanoporous 

graphene would need to contain a high level of porosity for there to be superior permeability 

over conventional membranes. The porosity might, however, affect the graphene’s ability to 

withstand the high hydraulic pressures; ∼5 MPa for typical reverse osmosis membranes. In this 

work, nanoporous graphene is simulated with randomly or uniformly distributed defects (single 

atoms removed from the sheet) varying in density from 0.1% up to 12% and its mechanical 

Figure 6.9: (a) Plot showing the increase in rippling in the z-direction with an increasing sheet temperature in 

AC and ZZ graphene sheets. The effective thickness has been normalized with respect to the original thickness of 

the pristine graphene sheets at 0 K i.e. 𝑧0𝐾 = 0.335 nm. (b) and (c) illustrate a side view of pristine graphene 

sheets at 0 K and 1100 K, respectively, to highlight the rippling effect in the z-direction at higher temperatures. 
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properties and fracture behaviour are studied. For the following simulations, the graphene 

sheets were modelled with an aspect ratio that approximates a square with a diagonal length of 

13.7 nm.  

Figure 6.10 (a) shows the elastic modulus, fracture stress and fracture strain for randomly 

distributed vacancy defects, while Figure 6.10 (b) shows the same mechanical properties for 

uniformly distributed defects. In both cases, there is a considerable decrease in the calculated 

properties with increasing defect density. The introduction of a vacancy defect causes a 

significant drop in the fracture stress and fracture strain of around 15% and 23%, respectively. 

This reduction can also be seen in Figure 6.5 (a) (page 247) and has also been reported in [28, 

35, 280]. We found that the elastic modulus remains relatively unaffected up to around 3% to 

5% defects for random and uniform distributed defects, similar to the data found in [30, 281]. 

The elastic modulus then decreases roughly linearly with increasing defect density. This 

relationship was similarly found recently in [222] for nanoporous graphene with larger pore 

sizes. At the largest porosity considered in this dissertation (12%), the elastic modulus drops 

by around 80%. The stress–strain curve for a sheet with 7% defect density is shown in Figure 

6.5 (a) which is compared with that of a pristine sheet. 

An important outcome from these simulations, especially for use in filtration membranes is that 

a sheet with uniformly distributed defects has a fracture stress of up to 197% higher than that 

for randomly distributed defects in the case of AC graphene sheets with 12% defects. This is 

caused because the latter contains a wider range of defect sizes, having pores which are larger 

and more susceptible to fracture as noted in [222]. 

Another interesting outcome of these simulations is the behaviour of the fracture strain with 

increasing defect density above 3%. Unlike the fracture stress and elastic modulus, which 

continue to decrease with increasing vacancies, the fracture strain stabilises at around 3% 

defect density and starts to increase again above 6%. This is identified as a stage of improved 

ductility in graphene (above 6% defect density), and it is caused by large presence of vacancy 

defects that allow the sheet to stretch more under loading, and as such enabling larger fracture 

strains to be sustained. A similar behaviour was also observed by Xu et al. [35]. For the uniform 

distributed vacancy defects, however, the AC-loaded sheet seems to reach a saturation phase 

without signs of strain improvement. 
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Figure 6.10: Graphs showing elastic modulus, fracture stress and fracture strain for AC- (red solid circles) and 

ZZ-loaded (blue inverted triangles) graphene sheets at 300 K with increasing defect density distributed (a – c) 

randomly, and (d – f) uniformly. The dashed lines represent bulk mechanical properties. 
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Figure 6.11: The increase in rippling in the z-direction with an increasing (a) random and (b) ordered defect 

density in AC and ZZ graphene sheets. The effective thickness has been normalized with respect to the original 

thickness of the pristine graphene sheets at 0 K. (c) A side view of a pristine graphene sheet at 0 K. (d, e) Side 

views of ZZ graphene sheets with a (d) random and (e) ordered defect density of 12% after 37 ps of relaxation. 

Similar to the effect of higher thermal motion on sheet rippling in Section 6.3.2.3, it is also 

observed in this study that the introduction of defects promotes a similar rippling behaviour, as 

shown in Figure 6.11 (c – e) for a pristine sheet at 0 K and two sheets with 12% random and 

uniform defects. Figure 6.11 (a, b) shows the sheet thickness in the z-direction for both random 

and uniform defect density for a sheet at a temperature of 300 K. Sheets with large defect 

densities have an effective sheet thickness of up to 18 times larger than the pristine sheet, which 

is similarly an indication of a decrease in fracture strain.  

The fracture processes of nanoporous graphene was also analysed in this work. Figure 6.12 and 

Figure 6.13 shows the fracture of AC and ZZ graphene sheets, respectively, containing a single 

vacancy at the sheet’s centre. Their fracture behaviour is very similar to that of pristine 

graphene, with the only difference being that the crack nucleates at the vacancy and propagates 

in two opposing directions. This is in good agreement with the work in [35, 179, 180]. Figure 

6.14 shows the fracture behaviour of a ZZ graphene sheet with 5.5% randomly distributed 

vacancies, while Figure 6.15 shows the fracture behaviour of a ZZ graphene sheet with 5% 

uniformly distributed defects. Unlike the equivalent ZZ-loaded pristine graphene simulation, 

where the crack propagates diagonally through covalent bonds, in this case the travel path is 

modified by the presence of defects, as such forming an almost perpendicular crack to the 

loading direction. This behaviour is similar to the fracture behaviour of an AC-loaded pristine 

sheet. In this work, it is found that this transition from a ZZ- to an AC-type fracture mode in 

nanoporous ZZ graphene sheets occurs at a defect density of around 4%, which is roughly equal 

to when the elastic modulus starts to decrease with increasing defect density. For AC graphene 
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sheets, the crack was observed to propagate perpendicular to the loading direction, similar to 

what happens in pristine AC sheets, for all the defect densities investigated in this work. 

 

Figure 6.12: Fracture process of an AC graphene sheet with a diagonal length of 14.63 nm at 300 K and with a 

single vacancy defect at its centre; (a – f) show snapshots of the sheet at the corresponding time in picoseconds 

(ps) after initiation of loading. 

 

Figure 6.13: Fracture process of a ZZ graphene sheet with a diagonal length of 14.84 nm at 300 K and with a 

single vacancy defect at its centre; (a – f) show snapshots of the sheet at the corresponding time in picoseconds 

(ps) after initiation of loading. 
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Figure 6.14: Fracture process of a ZZ graphene sheet with a diagonal length of 14.48 nm at 300 K and with 5.5% 

of the original atoms selected randomly and removed as vacancy defects; (a – f) show snapshots of the sheet at 

the corresponding time in picoseconds (ps) after initiation of loading. 

 

Figure 6.15: Fracture process of a ZZ graphene sheet with a diagonal length of 13.67 nm at 300 K and with 5% 

of the original atoms being removed as vacancy defects and distributed uniformly; (a – f) show snapshots of the 

sheet at the corresponding time in picoseconds (ps) after initiation of loading. 

6.3.3 CONCLUSION 
In this work, molecular dynamics simulations of monolayer graphene under uniaxial tensile 

loading were performed using the Morse, bending angle, torsion and Lennard-Jones potentials 

to describe the inter- and intra-molecular carbon interactions. This implementation of the model 

in OpenFOAM was found to scale with 𝑂(𝐶 ×  𝑁), where 𝑁 is the number of carbon atoms 

and 𝐶 ≈ 1.5. These simulations enabled the investigation of the elastic modulus, fracture stress 

and fracture strain of graphene with respect to the orientation, sheet size and sheet temperature. 
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Graphene exhibits anisotropy, with the ZZ loading direction being able to withstand higher 

loads and strain than the AC direction, in agreement with the AIREBO force field [24, 174]. 

Furthermore, size dependency is observed for graphene sheets smaller than 6 nm to 10 nm in 

diagonal length; the mechanical properties of larger graphene sheets rapidly approach those of 

bulk graphene above this size. A similar critical length had been reported in [24]. It was also 

found that higher temperatures tend to significantly decrease the fracture stress and strain 

almost linearly with temperature, in good agreement with [171]. The elastic modulus is 

however only affected at system temperatures higher than approximately 900 K. The 

introduction of randomly and uniformly distributed vacancy defects enabled the simulation of 

nanoporous graphene sheets, for which it was concluded that the fracture stress decreases 

substantially with increasing defect density. Nanoporous graphene sheets with uniformly 

distributed defects are able to withstand higher loads when compared to their counterparts with 

random defects. Although the model implemented tends to underestimate the quantitative 

results of the fracture strain and stress, the qualitative fracture behaviour of pristine AC and ZZ 

graphene sheets was still found to be in good agreement with those obtained by the AIREBO 

[174, 179, 180, 277] and Tersoff-Brenner [29, 278] potentials. Furthermore, the fracture 

behaviour of nanoporous graphene sheets exhibited a ZZ- to AC-type fracture transition 

occurring at roughly 4% defect density. For future work, it can be considered to investigate 

how this model can be improved to deal with rippling [282] and to investigate nanoporous 

graphene with larger pore sizes and shapes [222, 280]. 

6.4 AIREBO VIA LAMMPS  
The results obtained from the MD simulations in the previous sections were part of an initial 

foundation study on graphene which tested a simplified model for graphene. The simplified 

model produced mechanical properties that matched well with the literature and offered new 

insights in how the introduction of defects required for membrane filtration applications affect 

these properties. The code was implemented in-house, and therefore only ran in serial on one 

processor core. As a result, the simulation size of the graphene sheet that could be modelled, 

i.e. the number of simulated atoms, was very limited.  

LAMMPS [264] (Large-scale Atomic/Molecular Massively Parallel Simulator) is one of the 

most widely used molecular dynamics code, developed by Sandia National Laboratories in the 

United States. The LAMMPS code has a big community of users and developers, and is 

designed to run efficiently on the largest parallel computers in the world. In the rest of this 
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chapter, the LAMMPS code was used because it enabled the use of state-of-the-art models for 

graphene and much larger sheets to be modelled. When run in parallel, the computational 

domain is divided on many processor cores, meaning that the total processing time required to 

run large graphene sheets can be greatly reduced.  

The MD model using the AIREBO potential in LAMMPS, described in Section 6.4.1, was 

initially validated by simulating a rectangular graphene sheet under uniaxial loading, similar to 

the simulations performed in Section 6.3, and comparing the results with those obtained from 

the previous simulations run using the Morse bond potential in OpenFOAM and with literature. 

The validation study is presented in Section 6.4.2. In Section 6.4.3, the AIREBO MD model 

was then used to simulate graphene membranes under nanoindentation in order to model and 

improve understanding of the experimental nanoindentations via AFM carried out in Chapter 

4. To arrive towards an accurate simulation system at a reasonable cost, a number of 

simulations were run to investigate the effect each system parameter has on the final measured 

elastic modulus.  

6.4.1 POTENTIAL FUNCTIONS 
In this section, the AIREBO potential [263] within the open-source LAMMPS [264] MD 

simulation code was used. LAMMPS is available free to download from 

http://lammps.sandia.gov. The larger simulations were run on the Albert supercomputing 

cluster at the University of Malta.  

In this simulation model, the net force acting on all atoms is determined via the AIREBO 

potential 𝒱𝐴𝐼𝑅𝐸𝐵𝑂 , which consists of three terms as shown in Equation 6.15 [263]; (i) the 

REBO potential 𝒱𝑖𝑗
𝑅𝐸𝐵𝑂 [283] which models the covalent bonds in graphene, (ii) the Lennard-

Jones potential 𝒱𝑖𝑗
𝐿𝐽  to model long-range interactions, similar to that used in Section 6.3 

(Equation 6.11), and (iii) a four-body torsion potential 𝒱𝑘𝑖𝑗𝑙
𝑇  describing the torsion angle 𝜙𝑖𝑗𝑘𝑙. 

𝒱𝐴𝐼𝑅𝐸𝐵𝑂 =
1
2

∑ ∑ [𝒱𝑖𝑗
𝑅𝐸𝐵𝑂 + 𝒱𝑖𝑗

𝐿𝐽 + ∑ ∑ 𝒱𝑗𝑖𝑘𝑙
𝑇

𝑙≠𝑖,𝑗,𝑘𝑘≠𝑖,𝑗

 ]
𝑗≠𝑖𝑖

 
Equation 6.15 

The REBO potential 𝒱𝑖𝑗
𝑅𝐸𝐵𝑂 [283] can be further described by Equation 6.16 whereby 𝒱𝑖𝑗

𝑅 and 

𝒱𝑖𝑗
𝐴 model repulsive and attractive contributions described by Equation 6.17 and Equation 6.18, 

respectively. Both the latter equations make use of a bond-weighting factor 𝑤𝑖𝑗, which disables 

the REBO interactions when typical bonding distances are exceeded. The ratio between 𝒱𝑖𝑗
𝑅 
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and 𝒱𝑖𝑗
𝐴 is given by the bonding term 𝑏𝑖𝑗, which specifies the “bond order” for the interaction 

between atoms 𝑖 and 𝑗. The parameters 𝑄𝑖𝑗, 𝐴𝑖𝑗, 𝛼𝑖𝑗, 𝐵𝑖𝑗
(𝑛) and 𝛽𝑖𝑗

(𝑛) are given in Table 6.3. 

𝒱𝑖𝑗
𝑅𝐸𝐵𝑂 = 𝒱𝑖𝑗

𝑅 + 𝑏𝑖𝑗𝒱𝑖𝑗
𝐴 Equation 6.16 

𝒱𝑖𝑗
𝑅 = 𝑤𝑖𝑗(𝑟𝑖𝑗) [1 +

𝑄𝑖𝑗

𝑟𝑖𝑗
] 𝐴𝑖𝑗𝑒−𝛼𝑖𝑗𝑟𝑖𝑗 

Equation 6.17 

𝒱𝑖𝑗
𝐴 = −𝑤𝑖𝑗(𝑟𝑖𝑗) ∑ 𝐵𝑖𝑗

(𝑛)𝑒−𝛽𝑖𝑗
(𝑛)𝑟𝑖𝑗

3

𝑛=1

 
Equation 6.18 

The torsion potential 𝒱𝑗𝑖𝑘𝑙
𝑇  is described by Equation 6.19, where 𝜖 = 0.00284 eV [263]. 

𝒱𝑗𝑖𝑘𝑙
𝑇 = 𝜖 [

256
405

cos10 (
𝜙𝑗𝑖𝑘𝑙

2
) −

1
10

] 
Equation 6.19 

 

Table 6.3: Parameter constants for the AIREBO potential functions. [263]  

𝑄𝑖𝑗 = 0.313 Å 𝐵𝑖𝑗
(1) = 12 388.792 eV 𝛽𝑖𝑗

(1) = 4.720 Å−1 

𝐴𝑖𝑗 = 10 953.544 eV 𝐵𝑖𝑗
(2) = 17.567 eV 𝛽𝑖𝑗

(2) = 1.433 Å−1 

𝛼𝑖𝑗 = 4.747 Å−1 𝐵𝑖𝑗
(3) = 30.715 eV 𝛽𝑖𝑗

(3) = 1.383 Å−1 

6.4.2 VALIDATION STUDY 

6.4.2.1 Methodology 

To validate the AIREBO MD model with previous work and literature, the first set of 

simulations involved a pristine graphene sheet modelled for uniaxial tensile loading similar to 

the simulations presented in Section 6.3.  

To simulate uniaxial loading and hence calculate the mechanical properties of graphene, a 

pristine rectangular ZZ graphene sheet with a diagonal length, 𝐿𝐷, of around 16.4 nm (4780 

carbon atoms) and an aspect ratio of approximately 1:1.3 was created. Note that such graphene 

sheet geometry corresponds to the largest ZZ sheet modelled in Section 6.3.2.1, hence it is 

presumed that this size of graphene sheet does not affect the measured mechanical properties. 

The C-C bonding within the graphene sheet was modelled using the AIREBO potential with a 

cut-off distance of 2.0 Å. The simulations were run using an NVT ensemble with a time-step 

of 0.5 fs. A Berendsen thermostat [284] was used on the graphene sheet to maintain a 
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temperature of 300 K. The C atoms in the graphene sheet were initially given a velocity 

sampled randomly from a Maxwell Boltzmann distribution with mean speed of zero and a 

temperature of 300 K. The net linear momentum of the graphene sheet was set to zero 

throughout the simulation to prevent the graphene sheet from drifting through the simulation 

space. 

For the uniaxial loading simulations, the simulations were initially run for 2000 time-steps 

(1 ps) to allow for the graphene sheet to reach an initial equilibrium state. To be able to apply 

a tensile load, the first couple of rows of carbon atoms at the sheet’s edges were constrained as 

shown in Figure 6.16. 

The constrained C atoms at both edges of the rectangular graphene sheet were first fixed in all 

three dimensions and the simulation was run for another 30 000 time-steps (15 ps) to ensure 

equilibration. The constrained atoms were then forced to move at a pre-defined velocity 𝑣 of 

0.015 Å/ps (1.5 m/s) in opposite directions to simulate a quasistatic strain rate of around 

2.56×108 s-1, once again comparable to the strain rate used in Section 6.3. Loading was 

sustained until failure. A higher velocity of 0.5 Å/ps (50 m/s) to simulate dynamic loading with 

an effective strain rate of 8.55×109 s-1, and a low temperature of 1 K were also considered. 

Each loading condition was repeated three times for repeatability of the results. 

 

Figure 6.16: A schematic illustration of a graphene sheet showing the edge atoms constrained (shaded in grey) 

for the application of the pre-defined strain-rate. 
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The failure stress 𝜎𝑓 and the elastic modulus 𝐸 were computed using a similar method to that 

explained in Section 6.3.1.4. Therefore, the strain energy 𝑈 was computed by subtracting the 

total potential energy of the graphene sheet before loading from that at time 𝑡. The strain 𝜀 was 

derived from the original length of the graphene sheet just before loading 𝑙0 and the imposed 

velocity 𝑣 via Equation 6.20. 

𝜀 =
𝑡 × 2𝑣

𝑙0
 Equation 6.20 

The curve of 𝑈 against 𝜀 was then fitted to a cubic function while restricting the curve to pass 

through the origin (0, 0). Straightforward differentiation was applied once to obtain the stress 

𝜎(𝜀), and the second time to obtain the elastic modulus 𝐸(𝜀) as a function of strain, according 

to Equation 6.21 and Equation 6.22. 

𝜎(𝜀) =
1
𝑉0

𝜕𝑈(𝜀)
𝜕𝜀

 Equation 6.21 

𝐸(𝜀) =
1
𝑉0

𝜕2𝑈(𝜀)
𝜕𝜀2  

Equation 6.22 

𝑉0 is the original volume of the sheet assuming a thickness of 0.335 nm [13]. The values of the 

failure stress at the maximum strain (𝜎𝑓 = 𝜎(𝜀𝑓)) and elastic modulus at zero strain (𝐸 = 𝐸(0)) 

are reported in the results. 

6.4.2.2 Results 

Figure 6.17 shows representative strain energy 𝑈 against strain 𝜀 curves of the ZZ graphene 

sheets, with diagonal length 𝐿𝐷 of 16.4 nm, uniaxially loaded at strain rates of 2.56×108 s-1 

(solid lines) and 8.55×109 s-1 (dashed lines), at temperatures of 1 K (black lines) and 300 K 

(red lines).  

Simulations with each of the four loading conditions presented in Figure 6.17 were performed 

three times each to obtain the required repeated readings. As explained in Section 6.4.2.1, the 

strain energy against strain curves obtained were fitted to a cubic function to find the elastic 

modulus and failure stress at each loading condition. Examples of the fitting results for the 

sheets loaded at a strain rate of 2.56×108 s-1 at 1 K and 300 K are shown in Figure 6.18 (a) and 

(b), respectively. Figure 6.17 shows that the curves at both temperatures follow a very similar 

profile up until a strain of around 0.3. Beyond this strain, while the sheet at 300 K fails soon 

after, the curve obtained from the sheet at 1 K changes its trajectory. In fact, the 300 K curve 

closely follows a cubic function throughout as shown in Figure 6.18 (b) in red. However, fitting 
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a similar function to the entire 1 K curve results in a poor fit, as shown in Figure 6.18 (a) in 

blue. Therefore, to ensure accurate results for sheets loaded at 1 K, the cubic function was only 

fitted to the data up to a strain of 0.2 as shown in Figure 6.18 (a) in red. Note that since the 

elastic modulus at zero strain (𝐸 = 𝐸(0)) is reported, an accurate fit is mostly required at the 

start of the curve. 

Table 6.4 lists the elastic modulus, failure stress and failure strain obtained from the simulations 

run to validate the AIREBO model by applying a uniaxial tensile load. The same results are 

presented in a bar chart in Figure 6.19. 

 

Figure 6.17: Representative strain energy against strain curves of the uniaxially loaded ZZ graphene sheets at 

1 K (black) and 300 K (red), and strain rate of 2.56×108 s-1 (solid lines) and 8.55×109 s-1 (dashed lines).  

 

Figure 6.18: Strain energy against strain of the uniaxially loaded ZZ graphene sheet, together with the 

corresponding cubic fits.  
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Table 6.4: Simulation parameters and results obtained by uniaxial loading a ZZ graphene sheet with 𝐿𝐷 =

16.4 nm. The errors represent the standard deviation across three repeated readings.  

Velocity 
(m/s) 

Strain 
rate (s-1) Temperature (K) Elastic 

Modulus (TPa) 
Failure Stress 

(GPa) Failure Strain 

1.5 2.56×108 1* 0.95 ± 0.004 63.265 ± 8.48 0.399 ± 0.007 

1.5 2.56×108 300 0.82 ± 0.049 119.598 ± 5.525 0.343 ± 0.016 

50 8.55×109 1* 0.95 ± 0.000 66.376 ± 0.946 0.397 ± 0.001 

50 8.55×109 300 0.77 ± 0.025 125.61 ± 3.525 0.363 ± 0.005 
* Cubic fit was restricted to strain of 0.02 

 

Figure 6.19: The average (a) elastic modulus, (b) failure stress, and (c) failure strain obtained from uniaxial 

loading at the four loading conditions. The error bars represent the standard deviation across three repeated 

readings. 

At first glance, it is clear that the elastic modulus obtained, which varied from 0.77 ± 0.025 TPa 

using a strain rate of 8.55×109 s-1 at 300 K up to 0.95 TPa using a strain rate of 2.56×108 s-1 at 

1 K, is in very good agreement with literature and slightly lower than the elastic modulus of 

around 1.08 TPa obtained in Section 6.3 using the Morse potential. The failure strains obtained 
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vary from 0.34 to 0.40, significantly larger than the ~0.15 failure strain obtained using the 

Morse potential. Furthermore, the failure stress varies significantly from 63.3 GPa using a 

strain rate of 2.56×108 s-1 at 1 K up to 125.6 GPa using a strain rate of 8.55×109 s-1 at 300 K. 

These values can be compared to those obtained using the Morse potential – 103.2 GPa at 0K 

and 94.2 GPa at 300 K. 

The following subsections further discuss the presented results with respect to the effect of 

temperature and strain rate, compared to the results obtained using the Morse potential. 

6.4.2.2.1 Effect of Temperature 

The same ZZ graphene sheet was loaded at temperatures of 1 K and 300 K to study any effect 

of the temperature on the measured mechanical properties. As evident in Figure 6.17, the 

graphene sheets loaded at 1 K sustained higher strains and thus higher strain energies until 

failure when compared to the graphene sheets loaded at 300 K. Thus, irrespective of the strain 

rate, while the failure strain was found to be just under 0.40 at a temperature of 1 K, the failure 

strain decreased to around 0.35 at 300 K. 

As already discussed, the strain energy against strain curves followed slightly different profiles 

especially at strains larger than 0.3 for 1 K. This necessitated the cubic function to be fitted to 

the first part of the curve only up to a strain of 0.2 for meaningful results. Considering the entire 

1 K curve in the fitting procedure leads to an underestimated elastic modulus of around 

0.44 TPa and consequential overestimation of the failure stress of 185.86 GPa.  

Upon fitting the curves to the cubic functions and extracting the elastic modulus and failure 

stress, it resulted that under quasi-static loading conditions, the elastic modulus at 300 K is 

around 13.7 % lower than that measured at 1 K. On the other hand, the failure stress was 

measured at 119.6 GPa, 89 % higher than that measured at 1 K. A similar trend is observed for 

higher strain rates.  

As expected, the variation in the results obtained from the simulations performed at 300 K is 

significantly larger than that at lower temperatures, as evidenced by the larger error bars in the 

300 K cases. This is attributed to two main factors. Firstly, at higher temperatures, the 

individual atoms within the graphene sheet have higher kinetic energies. Therefore, the 

differences in the atoms’ individual trajectories initialized at the beginning of the simulations 

are more pronounced and lead to a larger variance at higher temperatures. This can be 

visualised by the more prominent fluctuations of the graphene sheet at 300 K when compared 

to 1 K, as also described in Section 6.3. The second factor is related. The edge atoms are only 
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constrained and fixed in all 3 dimensions after the initial equilibration stage. This means that 

the thermal fluctuations would have been already manifested in the sheet, causing the to-be 

clamped regions to be not perfectly aligned with the loading axis. To minimize this effect, the 

first equilibration stage before constraining the atoms was limited to just 1 ps such that the 

sheet edges would not have moved as much. Naturally, at higher temperatures, the constrained 

atoms will be less aligned to the loading axis causing extra stresses to be introduced, thereby 

increasing the variance between one simulation and another and affecting the measurement of 

the mechanical properties. 

6.4.2.2.2 Effect of Strain Rate 

To validate the AIREBO MD model, uniaxial loading was initially carried out at a quasi-static 

strain rate of 2.56×108 s-1, similar to that used in Section 6.3. However, a larger strain rate to 

simulate ‘dynamic’ loading was also considered, primarily to understand its effect on the 

measured mechanical properties, recognizing its benefits of substantially decreasing the 

computational costs of the ensuing simulations. Thus, the same uniaxial loading simulations 

were also performed at a strain rate of 8.55×109 s-1.  

At a temperature of 1 K, the increased strain rate did not markedly affect the elastic modulus 

or the failure strain. The average failure stress marginally increased from 63.265 ± 8.48 GPa 

to 66.376 ± 0.946 GPa.  

A more pronounced effect was observed at 300 K. The average elastic modulus decreased from 

0.82 ± 0.049 TPa to 0.77 ± 0.025 TPa. Similar to the 1 K case, the failure stress once again 

increased from 119.598 ± 5.525 GPa to 125.61 ± 3.525 GPa. The failure strain also increased 

markedly from 0.343 ± 0.016 to 0.363 ± 0.005. 

The variance, or error bars, in the dynamic loading cases were slightly lower than those under 

quasi-static loading. 

These results show that while the strain rate may affect the mechanical properties especially at 

300 K, the difference is not so pronounced, meaning that ensuing simulations may be 

performed at slightly larger strain rates to decrease computational costs.  
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6.4.3 NANOINDENTATION 

6.4.3.1 Methodology 

Following validation of the model, the mechanical properties of graphene were studied by 

simulating nanoindentation similar to that performed experimentally via AFM. To model a 

simplified scenario using MD, unless otherwise stated, the atom configuration of the simulation 

system illustrated in Figure 6.20 was used.  

As observed in Chapter 3 and mentioned in Chapter 4, even though grain boundaries and other 

defects are indeed present in the CVD-grown graphene used experimentally, membranes with 

visible grain boundaries were not indented. Furthermore, given the relatively small size of the 

graphene membranes indented experimentally (𝑎 = 225 nm) compared to the grain size of the 

CVD-graphene (~20 µm [99]), it was presumed that the probability of indenting grain-

boundary-free graphene was significantly higher. Therefore, a pristine graphene lattice was 

considered to simplify and validate the simulation model. As such, a rectangular graphene sheet 

with dimensions 𝐿 × 𝑏 was initially created, where 𝐿 ≈ 𝑏.  

In order to faithfully simulate the experimental indentations, the indenter tip would need to be 

modelled as (i) a hemispherical diamond tip with radius of around 100 to 200 nm with surface 

roughness of 10 nm to simulate the DTNCLR AFM probes, (ii) a hemispherical diamond-like 

carbon (DLC) tip with radius 15 nm to simulate the Tap190DLC AFM probes, or (iii) a 

hemispherical silicon tip with radius 10 nm to simulate the FM50 AFM probes. However, to 

simplify the MD model and reduce the computational cost, the size of the tips where made 

smaller than the experiments as these would be too prohibitive for even supercomputers. The 

atoms in the indenter are also modelled as rigid, that is, there are no intramolecular forces being 

computed between atoms on the indenter, but they retain the long-range van der Waals forces 

between the graphene atoms and individual atoms of the indenter that prescribes the indenting 

force. Furthermore, while the atomic crystal lattice is known for the diamond and the silicon 

tips, some assumptions need to be taken to model the diamond-like-carbon in the Tap190DLC 

tip. DLC is a synthetic diamond material whereby the carbon precursor is rapidly cooled and 

as such, the arrangement of the C atoms in DLC can be either amorphous or a mix of cubic and 

hexagonal lattices. Nevertheless, if the tip is modelled as a rigid body whereby the atoms within 

do not move relative to each other, it was expected that the atomic arrangement does not affect 

the nanoindentation response. As such, the indenter was modelled as a hemisphere consisting 

of carbon atoms in a diamond cubic crystal lattice (i.e. two interpenetrating FCC lattices) with 
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radius 𝑟, to simulate the diamond-coated AFM tips. The indenter was initially placed a distance 

ℎ𝐷𝐺 ~ 2 nm above the graphene sheet (as shown in Figure 6.20), which is higher than the cut-

off radius of the attractive long-range intermolecular forces, 𝑟𝑐𝑢𝑡 = 1.4 nm. 

Following a similar logic to that presented for the indenter, the substrate was modelled as a 

rigid body consisting of atoms arranged in diamond cubic crystal lattice with a cube side of 

5.431 Å, analogous to the crystal lattice of silicon. The substrate with dimensions 𝑙 × 𝑏 × ℎ𝑆, 

having a pore of radius, 𝑎 , was placed just below the graphene sheet, with ℎ𝑆  being the 

thickness of the substrate. The distance between the graphene sheet and the top atoms of the 

substrate was initially set to ℎ𝑆𝐺  ~0.5 nm, slightly larger than the equilibrium height between 

the two bodies, yet close enough such that the long-range attractive Lennard-Jones potential 

attracts the graphene sheet to the rigid substrate to the equilibrium position.  

While both the substrate and indenter were modelled as rigid bodies, the substrate-graphene 

(SG) and indenter-graphene (DG) interactions were modelled using the Lennard-Jones 

Figure 6.20: (a) Perspective and (b) side views of the system geometry of the nanoindentation simulations 

showing the hemispherical diamond indenter (red), graphene membrane (black), and the porous substrate (blue). 
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potential with the following parameters: 𝜖𝑆𝐺 = 0.0089 eV, 𝜎𝑆𝐺  = 3.629 Å, 𝜖𝐷𝐺 = 0.00455 eV, 

𝜎𝐷𝐺  = 3.431 Å [285].  

Unless otherwise stated, periodic boundaries 8  were applied to the graphene sheet. All 

simulations were run for at least 30 000 time-steps (15 ps) to allow for the system to reach 

equilibrium. After the equilibration time, the indenter was forced to move towards the graphene 

membrane at a pre-defined velocity 𝑣, until failure. 

For the final set of simulations presented in Section 6.4.3.2.7, no periodic boundaries were 

applied to the graphene sheet and the sheet was allowed to move freely for the initial 180 000 

time-steps. During indentation, the graphene edges were then held rigid and the indenter was 

moved 0.2 Å every ~900 timesteps to allow for the graphene sheet to reach a new equilibrium 

after each step-wise indentation.  

To obtain the force-distance curve, the total force acting on all atoms of the indenter in the z-

direction was considered, together with the position of the bottom-most atom of the indenter in 

the z-direction. Similar to the experimental methodology in Chapter 4, Equation 6.23 was then 

used to extract the pre-tension and elastic modulus of the simulated graphene sheet. 

𝐹 = 𝜎0
2𝐷(𝜋𝑎) (

𝛿
𝑎

) + 𝐸2𝐷(𝑞3𝑎) (
𝛿
𝑎

)
3

 Equation 6.23 

Since in the simulations run, both the graphene membrane radius 𝑎 and the indenter radius 𝑟 

were significantly scaled down yet with different scaling factors, the ratio between the two 

radii 𝑟
𝑎

 was sometimes used to apply a correction factor of (𝑟
𝑎

)
1
4  on the calculated elastic 

modulus.  

Since, unlike in the experimental indentations, the simulated graphene membranes were 

indented up to failure, the maximum stress, 𝜎𝑚
2𝐷 , sustained just before fracture was also 

calculated using Equation 6.24. 

𝜎𝑚
2𝐷 = (

𝐹𝐸2𝐷

4𝜋𝑅
)

1
2
 

Equation 6.24 

 

8 By using periodic boundaries, the atomic geometry described in Figure 6.20 is considered as a unit cell and is 
virtually repeated in the length, 𝐿, and breadth, 𝑏, directions. That is, the C atoms within the graphene sheet can 
interact across the boundary, whereby they can exit one end of the simulation space and re-enter the other end. 
This allows for the graphene sheet to be modelled as infinitely large.  
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6.4.3.2  Results and Discussion 

6.4.3.2.1 Nanoindentation Simulation 1 

The first nanoindentation simulation run consisted of a small graphene sheet with dimensions 

12 × 12 nm (𝐿 × 𝑏), having a total of 5800 carbon atoms. Note that such sheet size is already 

larger than the largest sheet considered in Section 6.3 with the Morse bond potential. The 

graphene sheet was placed on top of an FCC lattice with dimensions 12 × 12 × 0.5 nm having 

a pore radius 𝑎, of 5 nm (total of 1048 atoms). A hemispherical diamond indenter with radius 

𝑟  of 0.5 nm (68 atoms) was initially placed 1.5 nm above the graphene sheet. After 

equilibration, the indenter was forced to move towards the graphene at a velocity of 1 Å/ps 

(100 m/s) until failure. The simulation was run at 300 K. 

Table 6.5 compares the dimensional parameters simulated in Simulation 1 to those used in the 

AFM experimental set-up. It is evident that the entire system was scaled down to limit the 

computational time penalty that is incurred with an increase in the number of simulated atoms. 

The indenter velocity was also considerably increased to reduce the total time-steps required 

and hence computational time. 

Figure 6.21 shows the force-distance curve obtained together with the fit using Equation 6.23. 

The measured 𝐸2𝐷  is 169.64 N/m, which translates to an elastic modulus E of 0.50 TPa 

assuming the thickness of graphene of 0.34 nm. However, it was noted that fitting the cubic 

curve to a smaller indentation depth, for example 1.5 nm, leads to a higher elastic modulus of 

0.61 TPa. A maximum stress of 64.29 N/m was found, equal to a breaking strength of 189 GPa.  

Table 6.5: Simulation dimensional parameters compared to the AFM experimental set-up. 

 Simulation Experimental nanoindentation Scaling factor 

Graphene Pristine SLG CVD-grown SLG - 

Tip Material Diamond (Rigid 
Body) 

Silicon, Diamond coated or DLC 
coated - 

Graphene Membrane 
Radius, 𝑎 5 nm 225 nm 0.022 

Tip Radius, 𝑟 0.5 nm 10 – 100 nm 0.05 – 0.005 

𝑟
𝑎

 0.1 0.04 – 0.44 2.5 – 0.227 

Indenter Velocity 100 m/s 23×10-9 m/s 4.35×109 
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Figure 6.21: Force-distance curve for the benchmark case. 

These results point to three observations. First, the measured elastic modulus is 50% lower than 

the theoretical value of 1 TPa for pristine single-layer graphene, and 35% lower than the 𝐸 

calculated in the validation model under dynamic loading at 300 K in Section 6.4.2. This 

decrease in the measured elastic modulus, especially when considering that the use of the same 

AIREBO potential in the validation studies gave much more accurate results, can be credited 

to a number of factors. Just as the high strain rate of 8.55×109 s-1 (effective loading velocity of 

100 m/s) in the uniaxial tensile loading simulation resulted in a slight decrease in the measured 

elastic modulus, the same unrealistic indentation velocity of 100 m/s could be influencing the 

dynamics of the graphene membrane in a similar manner and thus resulting in a low elastic 

modulus. The effect of the indentation velocity on the results is studied in Section 6.4.3.2.2. 

Moreover, although from the uniaxial tension tests in Section 6.3.2.1, the results indicate that 

the graphene sheet size does not significantly affect the measured elastic modulus, it is still 

possible the loading geometry used in this simulation – indentation of a circular membrane – 

introduces size-dependency. As such, to investigate this, a study on the effect of the membrane 

radius on the measured elastic modulus from indentation simulations is presented in Section 

6.4.3.2.3. Finally, the decrease in the measured elastic modulus observed here can be directly 

related to the change in the loading method and more specifically the mathematical model used 

to extract the elastic modulus from the force-distance curve obtained.  

The second observation that can be made from the force curve presented in Figure 6.21 is that 

several fluctuations can be seen in the force-distance curve. These are found to be surface 

waves induced in the graphene sheet due to the very high indentation velocities. Here, the high 

indentation velocity of 100 m/s invokes the ballistic properties of the graphene membrane that 
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cause ripples or waves to form within the membrane. Upon contact of the high-speed indenter 

with the graphene, a wave initiates from the centre of the membrane and travels radially 

outwards. Once this meets the membrane boundary, that is, the point where the graphene is 

attached to the substrate, the wave is reflected inwards. This is repeated periodically throughout 

the indentation. Whenever the crest of the wave reaches the centre of the membrane, where the 

indenter is in contact with the sheet, the raised graphene atoms apply an extra upward force on 

the indenter, forming the fluctuations in the force-distance curve in Figure 6.21. This effect 

introduces uncertainties upon fitting Equation 6.23 to the data and hence, errors in the measured 

elastic modulus. Therefore, the relatively low elastic modulus measured in this simulation is 

also being partly attributed to the high indentation velocity which is causing such fluctuations 

and hence errors in the fitting. It is also being presumed that the mechanical response of the 

material changes under dynamic loading conditions i.e. under high indentation velocities, as 

opposed to that displayed under quasi-static loading conditions. Similar surface waves were 

also observed by Fang et al. [187] upon modelling indentation. 

To prevent such unrealistic surface waves, other research groups [165, 167] use a gradual or 

stepwise loading method whereby the indenter is moved for a number of time-steps, and kept 

fixed for the next few time-steps to allow for the graphene membrane to reach a new 

equilibrium state, thereby simulating quasi-static loading conditions. The force acting on the 

indenter is then recorded after the new equilibrium is reached. This methodology was adopted 

in the simulations presented in Section 6.4.3.2.7. 

The third observation is that the measured breaking strength of 189 GPa is actually significantly 

higher than that reported in literature via other simulation work [24, 30, 34, 158, 167], 

experimental work [13] and 50 % higher than the failure stress measured in the validation 

studies. Once again, this discrepancy can be attributed to the dynamic loading conditions 

similar to the overestimation of the breaking stress measured in the validation studies where a 

breaking strength of 125.6 GPa was measured. Initial experimental studies have already been 

carried out indicating the promising use of graphene against supersonic projectiles [45]. 

6.4.3.2.2 Indenter Velocity 

Since the very high indentation velocity used in the first simulation induced undesirable 

perturbations in the force-distance curve, the effects of such indentation velocity were 

investigated. As such, two similar cases were run with an indentation velocity of 10 m/s and 

3 m/s. 
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Figure 6.22: Force-distance curves for indentation velocities of 3 m/s, 10 m/s and 100 m/s. 

Figure 6.22 shows the resulting force-distance curves upon indenting the graphene sheet at a 

velocity of 3 m/s and 10 m/s, compared to the one obtained at an indenter velocity of 100 m/s. 

The measured 𝐸2𝐷 is 172.64 N/m (E = 0.51 TPa) at 10 m/s and 173.29 N/m (E = 0.51 TPa)  at 

3 m/s, while the maximum stress sustained was 62.65 N/m, equal to a breaking strength of 

184.26 GPa at 10 m/s and 62.47 N/m, equal to a breaking strength of 183.74 GPa at 3 m/s. 

While the measured mechanical properties are almost equal to those measured using an 

indentation velocity of 100 m/s in Section 6.4.3.2.1, it can be noted that the fluctuations 

observed in the force-distance curves have higher frequency and lower magnitude. This 

indicates that the fluctuations are indeed being induced due to a sudden increase in energy in 

the graphene sheet due to the indenter. In fact, Fang et al. [187] note that when using high 

indentation velocities, the graphene does not have enough time to respond to the forces induced 

by the indenter, leading to higher breaking loads, elastic energy and plastic energy. As such, 

the lower indentation velocities allow for the generated energy to be dissipated more efficiently 

and effectively throughout the sheet without the formation of the radial surface waves.  

As mentioned previously, simulating indentation at a lower indentation velocity increases the 

computational cost since more time-steps are required for the indenter to indent the same 

graphene membrane size up to fracture. Therefore, while indenting a 5 nm membrane at 

100 m/s requires around 50 minutes of computer processing using an Intel® CoreTM i7-3537U 

CPU @ 2.00 GHz ×4 processor, decreasing the indentation velocity by a factor of 10 to 10 m/s, 

increases the computational time by a similar factor of 10, i.e. to around 8 hours 25 minutes. 

Further reducing the indentation velocity to 0.1 m/s, which is still several orders of magnitude 
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larger than the experimental indentation speed of 23 nm/s, will require around 35 days of 

computational power. A more powerful processor utilising more cores in parallel further 

reduces the computational time required, and hence may make simulations at low indentation 

speeds more feasible.  

6.4.3.2.3 Membrane Size 

As noted in Table 6.5, the size of the graphene membrane simulated in the previous cases (𝑎 =

5 nm) is much smaller than that used in the experimental set-up (𝑎 = 225 nm). In order to 

investigate whether such difference in scale of the graphene membrane diameter influences the 

indentation simulation and hence the measured elastic modulus, a number of simulations with 

different membrane sizes were run. These simulations also allow some information to be 

obtained regarding the computational cost incurred with an increase in simulated atoms. 

With similar geometry and simulation parameters to those used in Section 6.4.3.2.1, a total of 

seven simulations were run with the membrane radius 𝑎 increased from 5 nm up to 50 nm, as 

listed in Table 6.6. Note that the membrane radius 𝑎 and the substrate dimensions 𝐿 and 𝑏 were 

always scaled up with approximately the same factor such that the ratio 𝑎: 𝐿 was kept at around 

0.44, with the exception of the membrane with radius 22.5 nm having the ratio 𝑎: 𝐿 set at 0.75. 

The simulation temperature was once again fixed at 300 K via a Berendsen thermostat and the 

same indenter of radius 0.5 nm (39 atoms) was used for all simulations. For the majority of the 

simulations, an indenter velocity of 100 m/s was used, with the exception of one simulation 

with 𝑎 = 22.5 nm run at 10 m/s. For the simulations having a membrane radius larger than 

15 nm, a total of 50 000 time-steps (50 ps) were allowed for equilibration, instead of 30 000 

time-steps. 

Table 6.6 lists the simulations run with the relevant dimensional parameters together with the 

number of simulated atoms and total computational time required for every simulation using 

the same 4-core computer processor mentioned above. As clearly shown in Table 6.6, an 

increase in the membrane radius results in an increase in computational time. This increase in 

computational time is credited to two factors. First, a larger membrane radius leads to a greater 

number of simulated atoms, both belonging to the larger graphene sheet, as well as to the larger 

supporting substrate. Thus, more calculations need to be carried out during a single time-step, 

leading to a decrease in the number of time-steps computed per second. Secondly, a wider 

membrane sustains larger indentation depths until failure, and so, the simulated time also 

increases proportionally. In fact, using the same 4-core CPU mentioned in Section 6.4.3.2.2, 
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while the simulation with membrane radius of 5 nm (5376 ≈ 5 × 103 C atoms) took a total of 

66 minutes to compute, the simulation with membrane radius of 50 nm (411872 ≈ 4 × 105 C 

atoms) took a total of 7 days and 5 hours to compute. Furthermore, the 4-core CPU was not 

capable of running a simulation with a membrane radius of 100 nm (1617084 ≈ 1 × 106 C 

atoms). 

Figure 6.23 presents the relationship between the time-steps computed per second and the total 

computational time required for an increase in the total number of atoms.  

Table 6.6: Simulation dimensional parameters to investigate the size-effect. All simulations were performed using 

the 4-core CPU using a 100 m/s indentation velocity, unless otherwise noted.  

𝒂 (nm) 𝑳 × 𝒃   (nm × 
nm) Carbon atoms Substrate 

atoms 

Total atoms 
(including 

39 indenter 
atoms) 

Total 
computational 
time (hours) 

Time-steps 
per second 

during 
indentation 

5 12 × 12 5 376 1 743 7 158 1.10 33.052 

5 406 × 406 6 289 800 4 461  943 10 751 782 ** ** 

6.5 15 × 15 8 400 2 239 10 678 1.62 22.963 

8 18 × 18 12 264 3 263 15 566 4.04 15.835 

9.5 21 × 21 16 660 3 567 20 266 3.24 12.227 

15 34 × 34 43 608 11 563 55 210 18.96 4.382 

22.5* 50 × 50 95 004 24 563 119 606 ** ** 

50 104 × 104 411 872 78 807 490 718 172.59 0.479 
* 10 m/s 
** Performed on a supercomputer 

 

Figure 6.23: The dependency of the time-steps computed per second, and the total computational time with an 

increase in the total number of simulated atoms. 
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Figure 6.24 (a) shows all the force-distance curves of the simulated membranes with different 

radii that were indented at a velocity of 100 m/s. Similarly, Figure 6.25 (a) shows the force-

distance curve of the 22.5 nm membrane indented at a velocity of 10 m/s as compared to 

Simulation 1 having a membrane radius of 5 nm indented at a velocity of 100 m/s. Since 

Equation 6.23 is a function of the membrane radius, a, the ratio of the force to membrane radius, 

𝐹/𝑎, was plotted against the ratio of the indentation distance to membrane radius, 𝛿/𝑎, as 

shown in Figure 6.24 (b) and Figure 6.25 (b). Table 6.7 presents the numerical results obtained. 

 

Figure 6.24: (a) Force-distance curves and (b) force/membrane radius vs distance/membrane radius curves for 

membrane radii of 5, 6.5, 8, 9.5, 15, and 50 nm.  

 

Figure 6.25: (a) Force-distance curves and (b) force/membrane radius vs. distance/membrane radius curves for 

indentation velocities of 100 m/s and 10 m/s, and membrane radius of 5 nm and 22.5 nm, respectively.  
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Table 6.7: The results comparing the elastic modulus, 𝐸, and breaking strength, 𝜎𝑚, using different membrane 

radii, 𝑎. 𝑟 is the indenter radius in nm while 𝑣 is the indentation velocity. 

𝒂 (nm) 𝒗 (m/s) 
𝒓
𝒂

 𝝈𝟐𝑫  (N/m) 𝑬𝟐𝑫  (N/m) 𝑬 (TPa) 𝑬* (TPa) 𝝈𝒎 (N/m) 

5 100 0.1 7.16 150.46 0.50 0.89 64.29 

6.5 100 0.08 6.88 148.65 0.49 0.94 66.42 

8 100 0.06 6.11 157.77 0.52 1.05 67.50 

9.5 100 0.05 5.80 157.49 0.52 1.09 67.83 

15 100 0.03 4.80 189.78 0.63 1.47 73.90 

22.5 10 0.02 4.40 202.85 0.67 1.74 78.80 

50 100 0.01 3.60 238.57 0.79 2.50 72.61 

*Calculated with the correction factor of (𝑟
𝑎

)
1
4 

While no significant difference is obtained in the elastic modulus for the membrane radii 

ranging from 5 nm to 9.5 nm, E ≈ 0.51 TPa, the elastic modulus measured from the 22.5 nm 

membrane is slightly higher at 0.67 TPa, while that for membrane radius of 50 nm is measured 

at 0.77 TPa. Furthermore, the correction factor of (𝑟
𝑎

)
1
4, as suggested by Tan et al. [147], was 

introduced resulting in the calculated elastic moduli to increase significantly to approach and 

even surpass 1 TPa, especially for the larger membranes. 

Like in the previous cases, fluctuations are once again observed in all the force-distance curves 

presented in Figure 6.24 (a) and Figure 6.25 (a). However, it is noted that with an increase in 

membrane radius, the frequency and magnitude of such fluctuations decreases and increases, 

respectively. Furthermore, Figure 6.24 (b) shows that the period between fluctuations is 

proportional to the radius of the membrane whereby the fluctuations in all curves become 

comparable upon plotting 𝐹/𝑎 against 𝛿/𝑎.  

The force-distance curve obtained for a membrane radius of 50 nm was selected for further 

investigation since the fluctuations are predominant and spaced apart. Upon visualising the 

atomic positions throughout indentation, it was understood that a wave was travelling radially 

across the graphene membrane. This confirms that the three peaks in the force-distance curve 

(Figure 6.24) are directly related to the movement of waves within the sheet. Similar to what 

was suggested in Section 6.4.3.2.1, the phenomenon can be compared to the radial waves 

induced in the surface of a body of water due to a spherical object dropped into the water. In 
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fact, at an indentation velocity of 100 m/s, which is close to the velocity of a bullet, shockwaves 

or ballistic pressure waves are indeed expected to radiate from the impact zone and be reflected 

back by the circular substrate boundary.  

Figure 6.26 presents the average temperature of the graphene sheet superimposed on the force-

distance curve of graphene membrane of radius 50 nm. This shows that during the force peaks, 

the average temperature of the entire graphene sheet was not affected. This can be partially 

attributed to the use of the thermostat set at 300 K. Nonetheless, the global graphene 

temperature is seen to spike up and drastically reduce upon failure. Thus, it can be concluded 

that the perturbations in the force-distance curve are not related to thermal fluctuations, but 

rather to the physical waves induced due to the extreme indentation velocities.  

 

Figure 6.26: Force-distance curve and change in temperature of the graphene sheet with indentation distance. 

 

Figure 6.27: Force-distance curves for membrane radius of 50 nm, with fitting ignoring the data points within the 

peaks marked in red.  
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Figure 6.27 once again presents the force-distance curve of the 50 nm membrane, however 

with the data points within the substantial peaks being removed from the nonlinear fitting to 

Equation 6.23. With such fitting procedure, an elastic modulus of 1.12 TPa is obtained. This 

indicates that the fit has to consider only the lower data points and ignore the perturbations 

caused by the induced waves. This is in agreement with the work by [165] who only consider 

the force after equilibrium. 

As mentioned previously, periodic boundaries were applied to the simulation space to mimic 

an infinitely large graphene sheet. This means that the simulation space modelled represents a 

unit cell which is repeated in a 3-dimensional lattice, effectively simulating the system shown 

in Figure 6.28. Therefore, it can be argued that during indentation, all the graphene membranes 

will be simultaneously indented and thus, the infinitely large graphene sheet would be point 

loaded from many different locations at once. Here, the ratio between the membrane radius 𝑎 

and the substrate dimensions 𝐿 and 𝑏 becomes more important, especially considering that 

typical microhardess tests have to be performed at least three indent lengths away from each 

other.  

 

Figure 6.28: Illustration of the effect of periodic boundaries whereby one simulation box is a unit cell which is 

repeated in the adjacent cells. 
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Figure 6.29: Force-distance curves for membrane radius of 5 nm at an indentation velocity of 100 m/s, with an 

𝑎: 𝐿 ratio of 0.417 (black line) and 0.0123 (red lime). 

To investigate whether the ratio 𝑎: 𝐿 is indeed too large, a simulation with a membrane radius 

𝑎 of 5 nm and substrate dimensions 𝐿 × 𝑏 of 406 × 406 nm, thus producing a ratio 𝑎: 𝐿 of 

0.0123, was run. The same indentation velocity of 100 m/s and temperature of 300 K were 

used. 

Figure 6.29 shows the resulting force curve compared to that in Simulation 1, i.e. with a 

membrane radius of 5 nm and substrate dimensions of 12 × 12 nm. It can be noted that the 

membrane with the smaller 𝑎: 𝑙 ratio sustained a slightly larger strain. Following the fitting 

procedure, an elastic modulus of 0.40 TPa and a breaking stress of 57.42 N/m were obtained, 

20% and 10.7% lower, respectively, than those obtained with an 𝑎: 𝐿 of 0.417. Thus, while 

such a modification of the model does affect the results, the elastic modulus obtained is even 

lower than expected. 

6.4.3.2.4 Thermostat  

In order to study the effect, if any, of the use of a different thermostat, the same simulation was 

run using two different thermostats; the Berendsen thermostat and the Nosé-Hoover thermostat 

[286]. A graphene membrane of radius 5 nm was indented at a velocity of 100 m/s and kept at 

a temperature of 300 K using the different thermostats. 

Figure 6.30 presents the force-distance curves obtained using the two different thermostats. 

The curves are almost indistinguishable indicating that both thermostats were able to model 

the same simulation similarly. 
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Figure 6.30: Force-distance curves as obtained using the Berendsen and Nosé-Hoover thermostats, both at 300 K. 

6.4.3.2.5 Dynamic Substrate 

In order to verify whether or not the substrate affects the indentation experiment and hence the 

measured elastic modulus of the graphene, the substrate was also modelled as a dynamic 

material rather than a rigid body. The hypothesis is that it is possible that during indentation of 

the graphene membrane, the surface atoms at the very edge of the supporting pore experience 

elastic deformation. 

To test this hypothesis, the substrate was once again modelled as a silicon crystal with a 

diamond cubic lattice with a lattice constant of 5.43 Å, however applying the Stillinger-Weber 

potential [287] to model the interatomic interactions within the substrate material. The substrate 

was modelled with external dimensions of 12 × 12 × 2 nm and a pore radius of 5 nm. The same 

Berendsen thermostat set at 300 K and NVE ensemble were used to simulate the silicon 

substrate. The entire substrate was modelled as dynamic during the equilibration step, while 

the bottom 0.5 nm of the substrate was frozen and held rigid in the simulation space during 

indentation to support the overlying atoms. 

Figure 6.31 presents a series of snapshots during indentation showing only a quasi-cross-

section of the indented graphene membrane, that is, only a slice of width 13 Å is shown. Figure 

6.31 shows that the atoms are evenly arranged before the simulation is started in (a), most of 

the surface atoms of the substrate lose their positions slightly throughout indentation in (b), and 
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in (c), the atoms at the pore edge are more displaced just before membrane failure. Although, 

the substrate does seem to slightly deform upon indentation (Figure 6.31 (c)), the extent of such 

deformation only applies to the first few atoms at the edge of the pore and thus, it is not deemed 

significant enough to affect the graphene’s response to indentation. In fact, the measured elastic 

modulus of the graphene membrane in this simulation was not affected by the introduction of 

a dynamic substrate. 

6.4.3.2.6 Dynamic and Spring-Loaded Indenter 

Like the previous nanoindentation simulations in this work, most nanoindentation simulations 

reported in literature are performed by assigning a constant velocity to the indenter varying 

from 4 m/s up to 100 m/s [148, 162, 184, 187, 188]. Despite the large velocities compared to 

the experimental nanoindentation velocity of 23 nm/s, this simulation model may adequately 

approximate the indentation experiments especially if using a dedicated nanoindenter in the 

experimental set-up. However, the indenter tip in the AFM is fixed to a flexible cantilever, 

which is in turn moved at a constant velocity by a piezo actuator. Therefore, during indentation, 

both the graphene membrane and the cantilever elastically deform. This may induce a complex 

Figure 6.31: A series of snapshots during indentation with a dynamic substrate. Only a slice through the middle 

of the graphene membrane system of 13 Å width is shown. 
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system whereby the elastic properties of the graphene membrane compete against the elastic 

properties of the cantilever, hence possibly resulting in a variable membrane displacement rate. 

Furthermore, as discussed in Chapter 4, it is often the case that some tips are deformed or 

broken during indentation. This was observed via SEM imaging of the tip morphology before 

and after indentation, especially with the silicon FM50 and the diamond-like carbon 

Tap190DLC probes.  

Investigating the effects of the elasticity of the indenter imposed by the flexible cantilever in 

AFM via MD simulations can potentially shed light on why the spring constant of the cantilever 

must match the spring constant of the sample material. As discussed in Chapter 4, a flexible 

cantilever is not able to indent the membrane, while a stiffer cantilever is not sensitive to the 

membrane deformation. As shown in the experimental results, choosing the correct AFM 

cantilever stiffness can be cumbersome as the optimal spring constant may vary depending on 

a number of factors that may affect the elastic response of the graphene membrane to 

indentation, such as the number of graphene layers indented, the size of the membrane, the 

presence of any defects or wrinkles in the graphene membrane, and the temperature. 

Furthermore, such study can shed light on the trend observed in some membranes, particularly 

with the use of the stiffer cantilevers, whereby the measured elastic modulus of the graphene 

membrane is overestimated at lower indentation depths.  

In order to faithfully simulate nanoindentation via AFM, modelling the entire tip and cantilever 

would be ideal to replicate the elastic response of the flexible cantilever upon indentation. 

However, this is too costly to do via MD given that a typical cantilever is around 200 µm in 

length, 30 µm in width, and 3 µm in thickness. As such, to investigate the effects of the flexible 

cantilever and the potentially deformable tip on the indentation, the above scenario was 

simplified to a dynamic ‘spring-loaded’ indenter, as will be described next. 

Similar to the work by Fang et al. [288], in which nanoscratching and nanoindentation on gold 

and platinum thin films were simulated via MD, in this work the indenter tip was coupled to a 

simplified cantilever via a virtual vertical spring to model the cantilever spring constant, as 

illustrated in Figure 6.32.  

As shown in Figure 6.32, the indenter was modelled as a hemispherical diamond crystal with 

a diamond cubic lattice of cube size 3.567 Å. To better model the interactions between the 

graphene membrane and the tip, in addition to the Lennard-Jones potential applied between the 

graphene and the indenter atoms, the AIREBO potential was also applied to the carbon atoms 
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forming the diamond indenter, similar to the work carried out by Wang et al. [148]. The 

indenter was given a radius of 0.7 nm (127 atoms) to hold its crystalline shape during the 

simulation. 

The cantilever was modelled as a cylinder of the same crystal lattice having the same radius of 

the hemispherical diamond tip (97 atoms), positioned a distance, 𝑑, above the indenter. The 

cantilever atoms were modelled as rigid atoms with no AIREBO or LJ potential applied to 

them, however these were coupled to the atoms in the diamond tip by a spring. The spring 

constant was initially set to 3.12 eV/Å2 (50 N/m) and the equilibrium distance was set to be 

equal to the initial distance, 𝑑, between the centres of masses of the indenter and the cantilever 

atoms. The cantilever atoms were then moved at a fixed velocity of 100 m/s, pushing the 

indenter towards the graphene membrane. Two different spring constants of 3.12 eV/Å2 

(50 N/m) and 31.21 eV/Å2 (500 N/m), each having an equilibrium distance ranging from 

4.13 Å to 23.13 Å were initially investigated. 

The indentation force was found by considering only the forces acting on the indenter due to 

the graphene atoms, while excluding the forces acting on the indenter due to the atoms within 

itself and the cantilever pushing down on it. 

Figure 6.33 and Table 6.8 present the results obtained. Once again, the introduction of a spring 

and with different spring parameters did not result in a significant difference in the obtained 

force-distance curves and the measured elastic modulus. 

The cantilever was also reduced to a single atom right on top of the indenter. The force acting 

on this single cantilever atom was compared to the total force acting on the indenter due to the 

graphene sheet. The force-distance curves obtained are presented in Figure 6.34, and show that 

these two methods of measuring the force lead to the same results. 
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Figure 6.32: (a) Perspective and (b) side views of the system geometry of the nanoindentation simulations using 

a spring-loaded tip to simulate the effect of a flexible cantilever with a known spring constant, 𝑘 . The 

hemispherical diamond indenter is coupled to a cylindrical cantilever by a virtual spring. 

 

Figure 6.33: Force-distance curves of simulations utilizing different spring constants, k (eV/Å2), and cantilever-

to-indenter distance, d (Å). 
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Table 6.8: The results comparing different spring constants, k, and cantilever-to-indenter distance, d. The 

membrane radius is 5 nm, indenter radius 0.7 nm, temperature 300 K, and indentation velocity 100 m/s. 

𝒌 (eV/Å2) d (Å) 𝝈𝟐𝑫 
(N/m) 𝑬𝟐𝑫 (N/m) 𝑬 (TPa) 𝑬* (TPa) 𝝈𝒎 (N/m) 

- - 9.245 174.33 0.51 0.84 76.57 

3.12 4.13 9.310 171.11 0.50 0.82 76.77 

3.12 13.13 8.861 179.19 0.53 0.86 79.02 

3.12 23.13 8.847 178.94 0.53 0.86 77.16 

31.21 4.13 9.500 173.44 0.51 0.83 76.13 

31.21 13.13 9.200 170.36 0.50 0.82 71.41 

31.21 23.13 9.153 171.58 0.50 0.82 71.94 

 

Figure 6.34: Force-distance curves of simulations utilizing different methods of calculating the force.  

Figure 6.35 shows a series of snapshots during the indentation of a graphene membrane using 

a spring-loaded indenter with 𝑘 = 3.12  eV/Å2 and d= 23.13  Å. It can be noted how the 

equilibrium distance, d, between the indenter and the cantilever atoms decreases significantly 

during indentation as the force acting against the spring due to the graphene increases. For the 

same spring constant, a shorter equilibrium distance causes the indenter atoms to come in 

contact with the cantilever atoms during indentation, thereby rendering the effect of the virtual 

spring negligible compared to the contact forces induced. This indicates that for a given spring 

constant and graphene membrane radius, there is a minimum equilibrium distance, d, for which 

the spring remains active and significant throughout the simulation. 
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Figure 6.35: A series of snapshots obtained during indentation of the graphene membrane using the spring-loaded 

indenter with k = 3.12 eV/Å2, d = 23.13 Å. (a) Before indenter-to-graphene contact, (b) during indentation, (c) 

when the virtual spring is fully compressed such that the cantilever atoms are in contact with the indenter atoms, 

and (d) after graphene membrane failure. 

6.4.3.2.7 Non-periodic boundaries, step-wise indentation 

As mentioned in the previous sections, the radial rippling during indentation, reflected as 

fluctuations in the force curves, are believed to be originating from the method of indenting; 

applying the same velocity to the indenter every time-step does not allow the graphene sheet 

to reach equilibrium. As such, similar to the work in [165, 167], another set of simulations were 

performed by moving the indenter by 0.1 Å or 0.2 Å in a step-wise manner whereby the 

indenter is held fixed for at least 800 time-steps to allow the graphene sheet to stabilize in 

between the individual indentation steps. Furthermore, periodic boundaries were not applied to 

the graphene sheet to allow it to form more natural wrinkles during the initial equilibrium stage, 



Chapter 6 – Molecular Dynamics Simulations 

286 

and also prevent any effect from the neighbouring membranes (Figure 6.28). Instead, after at 

least 60 000 time-steps for equilibration, the graphene edges were clamped and held rigid 

throughout indentation. 

Figure 6.36 shows a 50 × 50 nm graphene sheet suspended over a 15 nm radius pore after 

initialization and equilibration (60 000 time-steps), with significant wrinkling being observed 

in the membrane. Figure 6.37 shows the force curve obtained upon indenting the membrane 

with a step-wise indentation displacement of 0.2 Å, compared to the force curve obtained for a 

similar membrane indented at a velocity of 100 m/s. It is evident that the method employed for 

the step-wise indentation did not produce the unwanted radial rippling, and hence periodic 

fluctuations in the force curve, allowing for a better fit to Equation 6.23. The step-wise 

indentation resulted in a measured elastic modulus of 1.31 TPa and breaking strength of 

86.40 N/m. The modulus is thus more than twice as high as that calculated in Section 6.4.3.2.3 

for a similar 15 nm membrane (Table 6.7). For a pristine graphene sheet under indentation 

where an elastic modulus of around 1 TPa is expected, this method of indentation was therefore 

deemed more realistic. 

A similar step-wise indentation methodology was used on different graphene membrane radii, 

ranging from 5 nm to 25 nm, to investigate any size effect. Figure 6.38 (a) shows the respective 

force curves. It can be noted that, once again, fluctuations are present in the larger membrane 

with radius 25 nm (green curve) presumably because a larger graphene sheet would require 

more time to effectively dissipate the imposed energy. To remove these unrealistic 

perturbations, the same simulation with 𝑎 = 25 nm was run with a longer equilibration time of 

1600 time-steps between each 0.2 Å indentation step – denoted as 𝑎 = 25 nm* in Figure 6.38. 

Thus, by directly comparing the two force curves for the 25 nm membrane with and without 

fluctuations, it is indicated that, in case of rippling the data that needs to be considered for 

fitting are the upper-most crests of the curve, i.e. where the two curves in Figure 6.38 (a) 

overlap. 

In order to be able to visually compare the different curves better, the force and indentation 

distance were both divided by the respective membrane radius, as shown in Figure 6.38 (c). 

This confirms that Equation 6.23, and hence the force-distance relationship during indentation, 

is indeed dependent on the radius of the graphene membrane. Upon eliminating this parameter 

(Figure 6.38 (c)), the curves overlap. 
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Figure 6.36: Wrinkling in a 15 nm radius membrane without periodic boundaries. 

 

Figure 6.37: Force-distance curves for similar 15 nm radius membranes indented with an indentation velocity 𝑣 

of 100 m/s (black) and by a step-wise displacement 𝑑 of 0.2 Å (red). 

 

Figure 6.38: (a) Force-distance curves, and (b) force/membrane radius vs distance/membrane radius curves for 

membrane radii of 5, 15, and 25 nm. Simulation a = 25 nm* was performed with longer equilibration time between 

indentation steps. 
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Table 6.9: The results comparing the elastic modulus, 𝐸, and breaking strength, 𝜎𝑚, using different membrane 

radii, 𝑎. 𝑟 is the indenter radius equal to 0.5 nm, and an indenter displacement of 0.2 Å was used.  

𝒂 (nm) 
Time-steps 

between 
indentation 

𝒓
𝒂

 𝝈𝟐𝑫  (N/m) 𝑬𝟐𝑫  (N/m) 𝑬 (TPa) 𝑬* (TPa) 𝝈𝒎 (N/m) 

5 800 0.1 6.72 203.11 0.61 1.08 65.71 

15 800 0.03 3.50 437.28 1.31 3.057 86.40 

25* 1600 0.02 3.70 436.37 1.30 3.46 100.38 

*Calculated with the correction factor of (𝑟
𝑎

)
1
4 

Table 6.9 lists the obtained mechanical properties for each of the curves shown in Figure 6.38. 

Similar to Section 6.4.3.2.3, the size dependency is insignificant beyond a membrane radius of 

15 nm. Furthermore, applying the correction factor of (𝑟
𝑎

)
1
4 is once again only applicable to 

large 𝑟
𝑎

 ratios; applying the correction factor to 𝑟
𝑎

 ratios smaller than ~0.03 leads to an 

overestimation of the elastic modulus. 

To verify the dependency of the measured elastic modulus on the chosen cantilever spring 

constant, a dynamic spring-loaded indenter similar to that used in Section 6.4.3.2.6 was used 

with a step-wise indentation methodology. A sample input script for these simulations is 

presented in Appendix G. Five different spring constants ranging from 0.3121 eV/Å2 (5 N/m) 

up to 3121 eV/Å2 (50 000 N/m) were used. In all simulations, the equilibrium distance between 

the cantilever and indenter was set to 63.13 Å to avoid the indenter from coming in contact 

with the cantilever atoms during indentation. Furthermore, since the indenter radius had to be 

increased to 0.7 nm to retain its shape during indentation, a graphene membrane radius of 

25 nm was used to retain a low 𝑟
𝑎
 of 0.28. The graphene membranes were initially equilibrated 

for a total of 180 000 time-steps to ensure that equilibrium was reached and thus wrinkling was 

minimized again. Note that the same graphene initialization was used for all simulations such 

that any variability in the results cannot be attributed to different wrinkling configurations. Due 

to the presence of the spring, and hence increased complexity of the interatomic interactions at 

play, a step-wise indentation with a shorter indenter displacement of 0.1 Å followed by 2000 

time-steps for equilibration were used.  

Figure 6.39 (a) presents all the force curves obtained. In Figure 6.39 (b), the raw data was 

smoothed to improve discernability of the individual curves. The measured mechanical 

parameters are listed in Table 6.10. At first glance, it appears that spring-loading the indenter 
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increases the force that the graphene membrane can withstand, and hence the elastic modulus. 

However, no clear trend can be noted between the different spring constants used and the elastic 

modulus measured. 

 

Figure 6.39: Force-distance curves of simulations utilizing different spring constants, k (eV/Å2), with the same 

cantilever-to-indenter distance of 63.13 Å; (a) raw data, (b) smoothed, and (c) shifted in the x-direction such that 

the curves overlap at higher indentation depths. 

Table 6.10: The results comparing different spring constants, k. The cantilever-to-indenter distance is 63.12 Å, 

membrane radius 25 nm, indenter radius 0.7 nm, temperature 300 K, indentation step-wise displacement of 0.1 Å 

and 2000 time-steps equilibration after each indentation step. 

𝒌 (eV/Å2) 𝝈𝟐𝑫 (N/m) 𝑬𝟐𝑫 (N/m) 𝑬 (TPa) 𝝈𝒎 (N/m) 

- 2.96 367.24 1.10 94.69 

0.3121 3.85 526.04 1.57 116.77 

3.121 5.64 434.65 1.30 108.88 

31.21 4.52 427.15 1.28 108.68 

312.1 4.79 454.68 1.36 109.45 

3121 5.53 453.91 1.35 108.57 



Chapter 6 – Molecular Dynamics Simulations 

290 

Upon closer inspection, it is observed that at higher indentation depths the curves appear to be 

parallel to each other. In fact, in Figure 6.39 (c), the individual curves were shifted in the x-

direction such that the second portion of the force curves overlap each other. The fact that the 

force curves at high indentation depths are similar using different cantilever spring constants 

and the curves only vary at lower indentation depths indicate that the cantilever spring mainly 

affects the initial part of indentation. This can be attributed to the fact that at lower indentation 

depths, the indenter will still be flattening out the wrinkles in the graphene sheet which 

presumably have a lower stiffness, and thus, the magnitude of the cantilever spring constant is 

comparable to, or more significant than, the stiffness of the out-of-plane wrinkles. On the other 

hand, at higher indentation depths, all the wrinkles are ironed out and only the true elastic 

stiffness of the graphene sheet will be acting on the indenter, thereby resulting in a true 

representation of the elastic modulus of graphene. 

From these observations, a number of conclusions can be drawn. 

Even though the force-curves may appear different when the zero-displacement point (ZDP) is 

set to the origin of the curve (0,0), the slope of the curves at higher indentation depths are 

nonetheless very similar. In fact, this portion of the graph is primarily characterised by the 

cubic term of Equation 6.23 which determines the elastic modulus of graphene – a material 

property that should remain constant and should not depend on any wrinkling in the sheet, pre-

tension differences, cantilever spring constant, or otherwise. 

Therefore, irrespective of the cantilever spring constant or wrinkling in the sheet, Equation 

6.23 should only be fitted to the second portion of the force-curves to eliminate such external 

variations from affecting the measured elastic modulus. To test this hypothesis, Equation 6.23 

was fit to the data at higher indentation depths of the force curves in Figure 6.39 (b), i.e. with 

the ZDP still at the (0,0) position. For simplicity, the fitted data was restricted to an indentation 

distance from 4 nm up to failure. Table 6.11 compares the elastic moduli obtained from higher 

indentation depths, to those obtained by fitting to the entire curve. The new method of fitting 

reduces the variation between the curves obtained using different spring constants, as 

graphically shown in Figure 6.40. 
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Table 6.11: The results comparing different spring constants, k upon fitting Equation 6.23 to the entire force curve 

or to indentation depths, 𝛿 > 4 nm. 

𝒌 (eV/Å2) 𝝈𝟐𝑫 
(N/m) 𝑬𝟐𝑫 (N/m) 𝑬 (TPa) 

𝝈𝟐𝑫 
(N/m) 𝜹 >

𝟒 nm 

𝑬𝟐𝑫 (N/m) 
𝜹 > 𝟒 nm 

𝑬 (TPa) 
𝜹 > 𝟒 nm 

- 2.96 367.24 1.10 3.75 317.66 0.95 

0.3121 3.85 526.04 1.57 5.72 380.48 1.14 

3.121 5.64 434.65 1.30 6.49 371.86 1.11 

31.21 4.52 427.15 1.28 5.47 363.39 1.08 

312.1 4.79 454.68 1.36 5.73 383.18 1.14 

3121 5.53 453.91 1.35 6.43 381.24 1.14 

 

Figure 6.40: Elastic moduli as measured using different spring constants, and fitted to the entire force curve vs. 

to indentation depths higher than 4 nm. 

A cumulative fit of Equation 6.23 was also applied to the force curve obtained using a 

membrane radius of 25 nm without the spring-loaded indenter. The time-cumulative fitting, 

corresponding to indentation depth-cumulative fitting, was continuously performed from the 

ZDP (initial point of indenter-graphene contact) up to the elapsed simulation time/indentation 

depth until membrane failure. A simple representation of the different fits performed is shown 

in Figure 6.41 (a), with the resulting measured elastic modulus by these different fits shown in  

Figure 6.41 (b). Figure 6.42 shows the entire data set obtained with the cumulative fitting. 

These results highlight the overestimation of the elastic modulus when Equation 6.23 is fitted 

to lower indentation depths, and the gradual decrease of the measured elastic modulus with 

increasing indentation depth. This is therefore the same trend observed in the experimental 

results (Chapter 4) whereby higher elastic moduli were found at lower indentation depths. For 
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this particular case, while the elastic modulus approaches the 1 TPa benchmark, it does not 

fully converge. As such, it can be thought that the force curve data set is not extensive enough 

to allow the cubic term – from which the elastic modulus is calculated – to be significant 

enough. 

This suggests that Equation 6.23 may not be modelling the obtained force curves accurately. 

As already mentioned, the linear term is mainly responsible to fit the initial part of the curve 

(i.e. at low indentation depths), while the cubic term is mainly responsible to fit the second 

portion of the curve at higher indentation depths. Since the scope of the force curves as used in 

this work is to measure the elastic modulus of graphene, which is derived from the cubic term, 

it is therefore important to ensure that the force curve extends to larger displacements such that 

there are enough data points in the cubic regime. 

Figure 6.41: (a) Cumulative-fitting of the force distance curve to different indentation distances. (b) The resulting 

elastic moduli obtained for different indentation distances. 

Figure 6.42: The values of elastic modulus obtained via cumulative fitting of the force curve. The x-axis is 

represented by the normalized displacement (𝛿/𝑎). 
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To further eliminate the restrictive influence that both the choice of the zero-displacement point 

(0,0) and the linear term impose on the fitting procedure, the force 𝐹 was plotted against the 

cube of the indentation depth divided by the membrane radius (𝛿
𝑎

)
3
 such that the curve assumes 

a linear relationship at higher indentation depths, as shown in Figure 6.43 (a). The gradient of 

the rolling-average of 𝑀 data points, where 𝑀 = 1000, of the 𝐹 vs. (𝛿
𝑎

)
3
 curve at different 

indentation depths was then used to derive the elastic modulus at each point, plotted in Figure 

6.43 (b). Once again, this shows that the force curve indeed approaches a cubic relationship at 

higher indentation depths. However, similar to Figure 6.42, the elastic modulus is short of 

converging, indicating that the force-distance data set is too limited. 

The implications of these results are two-fold. Firstly, if the first method of cumulative-fitting 

is considered, it must be made sure that the final indentation depth reached during indentation 

is large enough to allow the force curve to assume a primarily cubic relationship. This will 

ultimately allow the cubic term in Equation 6.23 to reflect the true elastic modulus of the 

membrane. Secondly, it can be inferred that the extent of the force curve is directly related to 

the membrane radius; a larger membrane will be indented to larger indentation depths allowing 

for the cubic relationship to be pronounced. As such, the minimum indentation depth that has 

to be reached for the correct measurement of the elastic modulus has to consider the radius of 

the membrane. This explains why the MD simulations which made use of relatively small 

membrane radii, and hence low maximum indentation depths before failure, resulted in a 

slightly overestimated elastic modulus of around 1.2 TPa. The idea of considering the 

membrane radius to determine the minimum indentation depth required is especially important 

for experimental testing. While it is best to indent the membrane until failure to ensure that the 

Figure 6.43: (a) 𝐹 vs. (𝛿/𝑎)3 showing examples of the rolling-average data set represented by 𝑀, and (b) the 

resulting elastic modulus at different indentation depths. 𝑀 is not drawn to scale. 
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maximum potential of the force-distance relationship can be exploited, indenting up to failure 

can be problematic. Such approach is destructive in nature thereby not allowing multiple force 

curves to be obtained for the same membrane. Certain AFM set-ups, such as used in this work, 

are also limited in the maximum indentation depth that they can achieve. As such, the 

membrane radius has to be carefully selected such that it is small enough to ensure that the 

maximum indentation depth that the set-up can achieve is enough such that the cubic force-

distance relationship is observed. However, the membrane radius cannot be too small such that 

the membrane fails before the entire cubic relationship is observed as happened in the MD 

simulations. 

6.5 CONCLUSION - COMPARING EXPERIMENTAL WITH 

MOLECULAR DYNAMICS RESULTS 
In Figure 6.44, two force curves obtained via AIREBO MD simulations of 15 nm and 25 nm 

membrane radii without the use of the spring-loaded indenter are compared to typical 

experimental force curves obtained in Chapter 4. Both the force and the distance are divided 

by the membrane radius so that the curves become comparable and independent on the 

membrane size, as discussed in Section 6.4.3.2. Similar to what was observed in Section 

6.4.3.2.7 with the use of different spring constants, the force curves resulting in the same elastic 

modulus are almost parallel to each other at higher indentation depths. On the other hand, 

curves representing a lower elastic modulus are significantly less steep while those resulting in 

a higher elastic modulus are steeper. The ability of directly comparing the force curves obtained 

via MD simulations to those obtain via experimentation confirms that molecular dynamics 

simulations can be successfully used to model nanoindentation of a circular graphene 

membrane.  

Furthermore, from Figure 6.39, it is indicated that the indenter spring constant mainly affects 

the initial part of the force curve, which does not reflect the measured elastic modulus of the 

graphene membrane. Therefore, for experimental AFM indentations, the choice of spring 

constant will only affect the maximum force applied and hence graphene indentation distances 

for a given piezo extension – a stiffer cantilever will apply larger forces and hence larger 

graphene indentation distances for the same piezo displacement. As such, this difference in 

cantilever spring constant is then reflected into larger force curves and thus the ability of the 

cubic term in Equation 6.23 to faithfully represent the true elastic modulus of the graphene.  
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Figure 6.45 (a) shows the results obtained from the cumulative fitting procedure which was 

applied to all the force curves. The fact that the value of elastic modulus does not converge for 

most of the force-curves confirms that the raw data did not extend enough along the x-axis. For 

the radius of the graphene membranes being indented, the indentation depth should have been 

larger to allow for the cubic relationship to be more pronounced. 

Any other effects that different spring constants may have on the initial part of the curve can 

be eliminated by fitting Equation 6.23 to the rolling-average of the force curve as shown in 

Figure 6.45 (b).  

 

Figure 6.44: Selected (𝐹/𝑎) vs (𝛿/𝑎) curves obtained via MD simulations and experimental AFM indentations. 

The elastic moduli in the legends were obtained by fitting Equation 6.23 to the entire force-curve. 

 

Figure 6.45: The elastic modulus at different indentation depths for selected force curves obtained via MD 

simulations and experimental AFM indentations. (a) using the cumulative fitting for increasing (𝛿/𝑎), and (b) 

using rolling average at different (𝛿/𝑎)3. 
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Chapter 7 CONCLUSIONS 
Since its first discovery in 2004, graphene has emerged as a highly promising nanomaterial in 

various fields of application. Albeit the massive scientific research interest that graphene 

generated along these last few years, significant work is still being directed at fully 

understanding its material properties and in turn its expected behaviour under different 

conditions. Ultimately, successful integration of graphene in novel products and applications 

is dependent on the holistic understanding of the behaviours exhibited by graphene. The 

mechanical behaviour of graphene under different loads is deemed to be central in the design 

of a large portion of graphene-based devices including filtration membranes, biosensors, 

nanocomposites and MEMS. As part of this research effort, this work has focused on the 

measurement of the elastic modulus of graphene, specifically for pristine and defective 

membranes using a point-loading nanoindentation via atomic force microscopy. 

Primarily, the techniques and methodologies employed to synthesise graphene and prepare 

samples for subsequent testing were explored. In this work, graphene was initially prepared in-

house via mechanical exfoliation. This technique proved to be challenging to produce large-

area single-layer graphene and hence high yields of SLG membranes. More repeatable results 

with higher yields of single-layer graphene membranes were obtained using CVD-grown 

graphene deposited on pre-fabricated microsieves. Characterization of the prepared graphene 

membranes was carried out using optical microscopy, scanning electron microscopy, Raman 

spectroscopy, and atomic force microscopy.  

AFM was the primary tool of interest utilised to indent the graphene membranes and thereby 

measure the elastic modulus of graphene. The ability of introducing defects in the graphene 

membrane via gallium ion irradiation was also explored. The effect of ion bombardment on the 

elastic modulus exhibited by the treated graphene membranes was then investigated. Finally, 

molecular dynamics simulations were performed to support and provide insight to the 

experimental work carried out. These main aims were formulated into three research questions 

as presented in Chapter 2, and summarised in the following sections. The conclusions drawn 

from the work presented in this thesis are also outlined in the following sections. 
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Research Question 1 

To what extent can nanoindentation via atomic force microscopy be used to 

accurately and repeatably measure the elastic modulus, fracture stress, and 

fracture strain of freely-suspended graphene membranes? 

The literature review presented in Chapter 2 indicates that indenting graphene membranes 

using the AFM probe and the general force spectroscopy set-up is a suitable method to measure 

the elastic modulus, fracture stress, and fracture strain of graphene. Furthermore, although 

different research groups used different AFM set-ups, different probes, and indented the 

graphene membrane with different parameters, most studies have obtained comparable elastic 

moduli for pristine graphene. As such, literature appears to suggest that such changes in the 

methodology parameters do not significantly affect the measurement results.  

However, as evidenced in Chapter 4, this work reveals that some of the parameters of AFM 

nanoindentation do affect the measurements obtained. Firstly, this work revealed that the 

ability to measure the fracture stress and fracture strain of graphene membranes is highly 

dependent on the physical capabilities of the AFM set-up used. In this work, the AFM set-up 

had a limited nanoindentation depth range and thus, in the vast majority of the indented 

membranes, the maximum indentation depth was not sufficient to induce fracture, thereby 

making the technique unable to measure graphene’s fracture properties. 

With regards to the elastic modulus, this work shows that the spring constant of the cantilever 

used has a significant impact on the elastic modulus measured. For single-layer CVD-grown 

graphene, it is being reported that stiffer cantilevers with a spring constant of around 54 N/m 

may lead to overestimation of the elastic modulus, while conversely more flexible cantilevers 

with spring constants of around 3 N/m underestimate the modulus. As the spring constant is 

increased, the observed overestimation is further accompanied by significantly larger scatter in 

the results and associated error.  

On the other hand, these trends have not been observed when indenting mechanically exfoliated 

few-layer and multi-layer graphene membranes. In particular, flexible cantilevers were unable 

to indent the thicker membranes thereby providing widely differing results. As such, this work 

attests that the spring constant of an AFM cantilever should be carefully tuned to the material 

under examination and specifically its mechanical properties. Furthermore, this work reveals 

that using the large range of spring constants employed by various authors in literature to obtain 
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a repeatable elastic modulus value for the graphene sample being indented is challenging. 

Additionally, the observations made in this work suggest that the selection of cantilevers should 

also be based on graphene membrane geometry, number of layers in the graphene sample, and 

presence of defects – which would be reflected in a change in stiffness of the membrane. 

Furthermore, this work shows that the process of fitting a mathematical model to the obtained 

force curves once again affects the results. A clear overestimation is revealed when the fit is 

obtained at lower indentation depths for all AFM probes used. Moreover, this ‘skin effect’ is 

more pronounced using stiffer cantilevers. While other works have observed a similar skin 

effect [64, 156], this phenomenon has not yet been investigated for graphene membranes 

indented using AFM. Rather, some authors refer to the presence of wrinkles within the 

graphene membrane which were shown to reduce the elastic stiffness of the graphene, 

especially at lower indentation depths [83, 86, 150, 154], in direct contrast to the results 

presented in Chapter 4. Although the CVD-grown graphene membranes used in this work do 

have some undulations or wrinkles prior to indentation, the findings do not support the 

proposition that the presence of wrinkles reduces the elastic modulus.  

In conclusion, this work highlights the challenges encountered when using nanoindentation via 

AFM to measure the elastic modulus of graphene membranes. The dependency of the results 

obtained on the exact methodology adopted point towards the need for an established set of 

guidelines to be followed such that the results across multiple research groups can be 

comparable. Similar guidelines are widespread across the heavily-researched material science 

fields – international standards for measuring particular material properties for a specific set of 

materials have been established along the years and are used consistently across the respective 

fields. Being a relatively newly discovered material in the novel nanomaterials field, such 

guidelines have not yet been established for graphene. To this end, this work attempts at 

providing a preliminary guideline for AFM testing of SLG membranes of 0.45 µm diameter 

including the recommended indentation depth of ~25 nm in order to surpass the skin effect. 

The results also indicate that a Tap190DLC cantilever having the mid-range nominal stiffness 

of 48 N/m can be reliably used. However, more work needs to be carried out to clearly 

determine the cantilever spring constant required to produce accurate results. 
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Research Question 2 

How does the introduction of defects in graphene affect its elastic modulus? 

Chapter 5 shows how different doses of gallium ion irradiation were used to modify the 

crystalline structure of single-layer and multi-layer graphene. Raman spectroscopy allowed for 

an assessment of the extent of damage induced by such irradiation. Primarily, it is reported that 

multi-layer graphene and supported single-layer graphene experience more induced damage 

due to ion irradiation than suspended single-layer graphene. This difference in response is 

attributed to backscattering and sputtering incidents caused by the multiple underlying 

graphene layers or the underlying substrate that increase the total damage induced in the 

graphene. 

Although successfully characterizing the extent of damage imparted by the ion beam on the 

graphene membranes, nanoindentation of CVD SLG treated membranes revealed no clear trend 

as to whether the elastic modulus is affected by the applied treatment when compared to the 

untreated material. A significant increase in the scatter of the results is reported and is attributed 

to preferential attack of any pre-existing defects, such as grain boundaries, by the ion 

irradiation. However, it is noted that the sputtering appears to be mostly inconsequential 

compared to variation in the results induced by indenting the same membranes using AFM 

probes having different cantilever stiffnesses. Conversely, when utilising AFM probes with 

similar spring constants the elastic modulus of a MLG membrane and few CVD SLG 

membranes were noted to increase appreciably. 

 Research Question 3 

Can molecular dynamic simulations adequately simulate the mechanical 

behaviour of graphene under nanoindentation? 

The ability of a simpler and hence cheaper molecular dynamics force field to simulate graphene 

under tensile loading has been investigated. This work suggests that the use of a simplified 

model including the Morse stretching potential, a harmonic potential, a two-fold torsion 

potential, and a Lennard-Jones intermolecular potential, implemented in the OpenFOAM 

software within the mdFOAM library, is able to reproduce the mechanical behaviour in 

graphene in good agreement with literature. However, this model was deemed too expensive 

to scale-up due to the serial computation limitation offered by the implementation. Therefore, 
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it was not suitable to simulate nanoindentation of circular graphene membranes due to the 

larger number of atoms required.  

As such, the AIREBO force field was used as the state-of-the-art graphene model, and was 

implemented in LAMMPS, which allows for parallel-processing and thereby overall more 

economical simulations on high performance computers. The MD simulations run confirm that, 

with the appropriate scaling, the force curves are in very good agreement with the force curves 

obtained experimentally via AFM. The similarity extends to the emergence of the skin effect 

discussed earlier at relatively small indentation depths. Furthermore, it is shown that the entire 

force curve up to failure does not reach a dominant cubic behaviour. As such, the elastic 

modulus cannot be accurately obtained from a cubic function fitted force curve.  

Upon comparison of the force curves obtained experimentally via AFM to those obtained via 

MD simulation, it can be concluded that in order for the mathematical model used (Equation 

2.1) to be adequately used to obtain the elastic modulus of the graphene membrane, the radius 

of the membrane has to be large enough to allow larger indentation depths up to failure and 

thus, for the cubic relationship between the force applied and the indentation depth to be 

pronounced.  

7.1 FUTURE WORK 
The conclusions outlined in this chapter necessarily highlight the scope for continued research 

work. In particular, the need to further investigate the suitability of AFM nanoindentation using 

a broader range of methodology variants is apparent. Other testing methodologies employed to 

measure the mechanical properties of graphene can also be further explored to establish a 

reliable and repeatable testing routine. 

Furthermore, it is apparent that further investigation of the effect of ion bombardment on the 

elastic modulus of graphene is required. Such research can be followed by exploring the use of 

other energetic particles such as electrons, helium ions or oxygen plasma, or entirely other 

different treatment routes, such as chemical etching or variation in the growth parameters, to 

impart controlled defects in the crystalline lattice of graphene. The applicability of the 

emerging nanoporous graphene for filtration membranes can then be explored. Work on this 

has already been started by the author whereby the combined use of scanning electron 

microscopy coupled by chemical etching is being explored. Preliminary work on devising a 
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suitable method which allows for testing the ability of the treated graphene membranes to filter 

out contaminants has also been initiated. 

Finally, the synthesis of three-dimensional networks of graphene to produce highly porous 

structures is also of interest and merits attention. Such graphene networks will possess ultra-

low densities, thermal and electrical conductivity, and ultra-high specific surface areas. With 

the combination of these properties, these graphene networks can be used in oil sorption or 

filtration membranes, energy storage and energy conversion devices, and bioelectronics.
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Appendix A RAMAN POST-PROCESSING SCRIPT 
% signalProcessingWeight Function 
%   By Anthea Agius Anastasi, 2018 
  
function signalProcessingWeight 
  
sheet = 'SupportedGraphene'; 
num = xlsread('C:\RawRaman.xlsx',sheet); 
  
for i = 2:29  
  
    x = num(:,1); 
    y = num(:,i); 
 
    degree = 2; %polynomial fit order  
     
    w = 1:length(x); 
    w = w(:); 
    w1 = 470;   %define the limits of the weighting function 
    w2 = 590; 
    w3 = 723; 
    w4 = 783; 
     
    w5 = 900;  
    w6 = 1060;  
    w7 = 1080; 
    w8 = 1838; 
    w9 = 2550; 
    w10 = 2730; 
  
    for j=1:length(w) 
        if (x(j) > w1) && (x(j) < w2) 
            w(j) = 1; 
        elseif (x(j) > w3) && (x(j) < w4) 
            w(j) = 1; 
        elseif (x(j) > w5) && (x(j) < w6) 
            w(j) = 1; 
        elseif (x(j) > w7) && (x(j) < w8) 
            w(j) = 1; 
        elseif (x(j) > w9) && (x(j) < w10) 
            w(j) = 1; 
        else 
            w(j) = 100000000; 
        end 
    end 
  
    smoothdata=y; %initialize first smoothed data to raw spectrum 
        oldL=10000000;  
        newL=9999999;   
        xn(1)=10000000;  
        samevalue=0; %initialize counter 
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        count=2; %initialize counter 
 
    while and((newL>1),and((newL<=oldL),samevalue<200)), %L is converging and 
not diverging, and if no change in 50 iterations 
        oldL=newL; %revalue L 
        [mypoly, fitdata]=curfit2(smoothdata,degree,w); %curve fit data 
%         p = polyfitweighted(x,smoothdata,degree,w); 
        [tempdata,index]=min([fitdata';smoothdata']); %tempdata now holds the 
lowest point of the two spectra 
        xn(count)=sum((index-1)); %number of points unfiltered 
        newL=xn(count)^(1/(count-1)); %calculate L according to the root test 
of convergence 
        smoothdata=tempdata(:); %assign smoothdata the tempdata points 
  
        %calculate the number of points left unfiltered after each pass and 
tally the streak 
        if(xn(count)==xn(count-1)) 
            samevalue=samevalue+1; 
            else 
            samevalue=0; 
        end 
        disp(xn(count)) 
        count=count+1; 
    end 
  
    dif=y(:)-smoothdata(:); %subtract the smoothed data from the raw spectrum 
        
    figure 
    plot (x,y,'g',x,smoothdata,':b', x,dif +820,'b');  
  
    legend ('raw data','baseline 1 ','subtracted 1') 
    title ([num2str(sheet) ', ' num2str(i) ', n: '  num2str(degree) ',w1' 
num2str(w1) ',w4' num2str(w4) ]) 
     
    saveas(gcf,['C:\Users\user\Google Drive\PhD\Year 3\FINAL Raman 
Matlab\SupportedGraphene\' num2str(sheet) ',' num2str(i) ',n'  num2str(degree) 
',w1' num2str(w1) ',w4' num2str(w4) ',w2' num2str(w2) ',w3' num2str(w3) 
'.png']) 
     
    A(:,1) = x; 
    A(:,i) = dif;    
 end 
     
    filename = 'C:\Users\user\Google Drive\PhD\Year 3\FINAL Raman 
Matlab\BaselineCorrectedLieberPoly.xlsx'; 
    xlswrite(filename,A,num2str(sheet),'A1') 
end 
  
%CURFIT2 Fit curve to data version2.. use with pmean_ajm 
%   A = CURFIT(X,N) uses the POLYFIT function to find the 
%   curve points A which best fit to the data points, 
%   where X is the data to be fitted and N is the degree of 
%   polynomial by which the fit is made. 
  
%   By Chad Lieber, 1999 
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%mod by Alex Makowski 2010_03_18 to start monitoring polynomial fit 
% now returns "a" and "b", respectively the polynomial coefficients and the 
% error estimate matrix produced by matlab 
% note that this change corresponds to changes in pmean_ajm 
%  
  
function [p,fit]=curfit2(ref,degree,w) 
    ref=ref(:); 
    lensamp=1:length(ref); 
    lensamp=lensamp(:); 
%     [a,b]=polyfit(lensamp,ref,degree); 
    p = polyfitweighted(lensamp,ref,degree,w); 
    fit=zeros(size(ref)); 
    for i=1:length(ref) 
        fit(i)=0; 
        for j=1:degree+1 
            fit(i)=fit(i)+p(j)*(i^(degree+1-j)); 
        end 
    end 
end 
 
function p = polyfitweighted(x,y,n,w) 
% polyfitweighted.m  
% ----------------- 
% Find a least-squares fit of 1D data y(x) with an nth order  
% polynomial, weighted by w(x). 
% 
% By S.S. Rogers (2006), based on polyfit.m by The MathWorks, Inc. - see doc 
% polyfit for more details. 
% 
% Usage 
% ----- 
% P = polyfitweighted(X,Y,N,W) finds the coefficients of a polynomial  
% P(X) of degree N that fits the data Y best in a least-squares sense. P  
% is a row vector of length N+1 containing the polynomial coefficients in 
% descending powers, P(1)*X^N + P(2)*X^(N-1) +...+ P(N)*X + P(N+1). W is 
% a vector of weights.  
% 
% Vectors X,Y,W must be the same length. 
% 
% Class support for inputs X,Y,W: 
%    float: double, single 
% 
% The regression problem is formulated in matrix format as: 
% 
%    yw = V*p    or 
% 
%          3    2 
%    yw = [x w  x w  xw  w] [p3 
%                            p2 
%                            p1 
%                            p0] 
% where the vector p contains the coefficients to be found.  For a 
% 7th order polynomial, matrix V would be: 
% V = [w.*x.^7 w.*x.^6 w.*x.^5 w.*x.^4 w.*x.^3 w.*x.^2 w.*x w]; 



Appendix A 

321 

if ~isequal(size(x),size(y),size(w)) 
    error('X and Y vectors must be the same size.') 
end 
  
x = x(:); 
y = y(:); 
w = w(:); 
  
% Construct weighted Vandermonde matrix. 
%V(:,n+1) = ones(length(x),1,class(x)); 
V(:,n+1) = w; 
for j = n:-1:1 
   V(:,j) = x.*V(:,j+1); 
end 
  
% Solve least squares problem. 
[Q,R] = qr(V,0); 
ws = warning('off','all');  
p = R\(Q'*(w.*y));    % Same as p = V\(w.*y); 
warning(ws); 
if size(R,2) > size(R,1) 
   warning('polyfitweighted:PolyNotUnique', ... 
       'Polynomial is not unique; degree >= number of data points.') 
elseif condest(R) > 1.0e10 
    if nargout > 2 
        warning('polyfitweighted:RepeatedPoints', ... 
            'Polynomial is badly conditioned. Remove repeated data points.') 
    else 
        warning('polyfitweighted:RepeatedPointsOrRescale', ... 
            ['Polynomial is badly conditioned. Remove repeated data points\n' 
... 
            '         or try centering and scaling as described in HELP 
POLYFIT.']) 
    end 
end 
p = p.';          % Polynomial coefficients are row vectors by convention. 
end 
  
function [removedData,bg] = bglinprog(data,polyOrder,noiseSpan) 
if nargin<3 
    noiseSpan = 9; 
end 
if nargin<2  
    polyOrder = 4; 
end 
[nData,len] = size(data); 
removedData = zeros(nData,len); 
bg = zeros(nData,len); 
A = zeros(polyOrder+1,len); 
x = linspace(0,1,len); 
for i = 1:len 
    A(:,i) = x(i).^(0:polyOrder); 
end 
f = -sum(A,2); 
for i = 1:nData 
    y = data(i,:); 
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    y = smooth(y,noiseSpan,'sgolay')'; 
    % linear programming 
    w = linprog(f(1:polyOrder+1)',A(1:polyOrder+1,:)',y); 
    % quadratic programming 
    bg(i,:) = w'*A; 
    removedData(i,:) = y-bg(i,:); 
end 
end 
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Appendix D SPRING CONSTANT CALIBRATION 

SCRIPT 
function SpringConstantLubbe(f0,f1) 
  
  %%%%%%%% INPUT %%%%%%%% 
   
  f0 = 149.5e3; %160.3181e3; 
  f1 = 956.01e3; %1000.849e3; 
   
  L = 119.9e-6; 
  w1 = 36.01e-6; 
  w2 = 26.01e-6; 
   
  rho = 2331; 
  E = 169e9; 
   
  freq_ratio=f1/f0; 
  
  if (freq_ratio<6.266893); %6.266893 
    disp('ratio f1/f0 out of range!')  
    return; 
  end 
  mass_steps=1000; 
  alpha_steps=10000; 
  iterations=5; 
  mass_sign=1; %change to -1 for negative tip mass 
   
  format long; 
  format compact; 
  
  mass_ratio=linspace(0,mass_sign.*0.2,mass_steps); 
  alpha0=linspace(1.61,2.60,alpha_steps); 
  alpha1=linspace(4.26,6.51,alpha_steps); 
   
  disp('first estimate:') 
  [mu,alpha_0,alpha_1]=getMu(alpha0,alpha1,mass_ratio,freq_ratio) 
  
  for i=1:iterations 
    disp(sprintf('iteration(%i):',i)); 
    min_mass=mu-abs(mass_ratio(2)-mass_ratio(1)); 
    max_mass=mu+abs(mass_ratio(2)-mass_ratio(1)); 
  
    mass_ratio=linspace(min_mass,max_mass,mass_steps); 
    
alpha0=linspace(getAlpha(alpha0,min_mass),getAlpha(alpha0,max_mass),alpha_ste
ps); 
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alpha1=linspace(getAlpha(alpha1,min_mass),getAlpha(alpha1,max_mass),alpha_ste
ps); 
    [mu,alpha_0,alpha_1]=getMu(alpha0,alpha1,mass_ratio,freq_ratio) 
  end 
  
disp('Spring Constant (N/m):')   
constant = 
((36*sqrt(2)*(f0^3)*(pi()^3)*(L^3)*((w1+w2)^2))/((alpha_0^6)*sqrt((w1^2)+(4*w
1*w2)+(w2^2))))*(sqrt((rho^3)/E)); 
disp(constant) 
end 
 
function [mu,alpha_0,alpha_1]=getMu(alpha0,alpha1,mass_ratio,freq_ratio) 
  freq_ratio_err=[]; 
  for i=1:length(mass_ratio) 
    freq_ratio_err=[freq_ratio_err abs(getRatio(alpha0,alpha1,mass_ratio(i))-
freq_ratio)];  
  end 
  
  [no_output,massindex]=min(freq_ratio_err); 
  mu=mass_ratio(massindex); 
  alpha_0=getAlpha(alpha0,mu); 
  alpha_1=getAlpha(alpha1,mu); 
end 
 
function mf=getRatio(alpha0,alpha1,mu) 
  a0=getAlpha(alpha0,mu); 
  a1=getAlpha(alpha1,mu); 
  mf=(a1.^2)./(a0.^2); 
end 
  
function mf=getAlpha(alpha,mu) 
  
[no_output,a]=min(abs(cos(alpha)+1./cosh(alpha)+mu.*alpha.*(tanh(alpha).*cos(
alpha)-sin(alpha)))); 
  mf=alpha(a); 
end 
 
function calcAlpha(f0,f1) 
  
  if (freq_ratio<6.266893); 
    disp('ratio f1/f0 out of range!')  
    return; 
  end 
  mass_steps=1000; 
  alpha_steps=10000; 
  iterations=5; 
  mass_sign=1; %change to -1 for negative tip mass 
   
  format long; 
  format compact; 
  
  mass_ratio=linspace(0,mass_sign.*0.2,mass_steps); 
  alpha0=linspace(1.61,2.60,alpha_steps); 
  alpha1=linspace(4.26,6.51,alpha_steps); 
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  disp('first estimate:') 
  [mu,alpha_0,alpha_1]=getMu(alpha0,alpha1,mass_ratio,freq_ratio) 
  
  for i=1:iterations 
    disp(sprintf('iteration(%i):',i)); 
    min_mass=mu-abs(mass_ratio(2)-mass_ratio(1)); 
    max_mass=mu+abs(mass_ratio(2)-mass_ratio(1)); 
  
    mass_ratio=linspace(min_mass,max_mass,mass_steps); 
    
alpha0=linspace(getAlpha(alpha0,min_mass),getAlpha(alpha0,max_mass),alpha_ste
ps); 
    
alpha1=linspace(getAlpha(alpha1,min_mass),getAlpha(alpha1,max_mass),alpha_ste
ps); 
    [mu,alpha_0,alpha_1]=getMu(alpha0,alpha1,mass_ratio,freq_ratio) 
  end 
end 
 
function [mu,alpha_0,alpha_1]=getMu(alpha0,alpha1,mass_ratio,freq_ratio) 
  freq_ratio_err=[]; 
  for i=1:length(mass_ratio) 
    freq_ratio_err=[freq_ratio_err abs(getRatio(alpha0,alpha1,mass_ratio(i))-
freq_ratio)];  
  end 
  
  [no_output,massindex]=min(freq_ratio_err); 
  mu=mass_ratio(massindex); 
  alpha_0=getAlpha(alpha0,mu); 
  alpha_1=getAlpha(alpha1,mu); 
end 
 
function mf=getRatio(alpha0,alpha1,mu) 
  a0=getAlpha(alpha0,mu); 
  a1=getAlpha(alpha1,mu); 
  mf=(a1.^2)./(a0.^2); 
end 
  
function mf=getAlpha(alpha,mu) 
  
[no_output,a]=min(abs(cos(alpha)+1./cosh(alpha)+mu.*alpha.*(tanh(alpha).*cos(
alpha)-sin(alpha)))); 
  mf=alpha(a); 
end 
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Appendix E 2D RAMAN SPECTRAL MAPS 

 
Figure E.0.1: 2D Raman spectral maps of the suspended graphene treated with a dose of 4.86×10-4 C/µm2. The 

intensity colour of each map represents the intensity of the (a) D, (b) G, (c) 2D, and (d) G + D peaks. 

 

Figure E.0.2: 2D Raman spectral maps of the suspended graphene treated with a dose of 5.28×10-5 C/µm2. The 

intensity colour of each map represents the intensity of the (a) D, (b) G, (c) 2D, and (d) G + D peaks. 
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Figure E.0.3: 2D Raman spectral maps of the suspended graphene treated with a dose of 3.27×10-3 C/µm2 at an 

incidence angle of 83°. The intensity colour of each map represents the intensity of the (a) D, (b) G, (c) 2D, and (d) 

G + D peaks.  
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Appendix F RAMAN PEAK PARAMETERS 

F.1 TREATED SUSPENDED CVD GRAPHENE 

MEMBRANES ON SILICON NITRIDE MICROSIEVES 
Table F.0.1: The relative shift (P) and the full width at half maximum (F) of the D, G, and 2D peaks obtained from 

untreated (UT) and irradiated (T) membranes.  

Location 
D Peak G Peak 2D Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

Substrate 1337.7 37.8 1576.2 50.9 - - 

UT SLG 1338.9 38.7 1577.9 48.6 2674.3 24.7 

UT MLG 1340.7 39.1 1579.7 39.7 2679.9 32.4 

T1-1 1339.2 22.6 1578.9 42.1 2673.0 22.7 

T1-2 1339.4 29.0 1579.4 45.8 2674.7 26.3 

T2-1 1340.5 23.8 1578.9 44.7 2674.8 31.2 

T2-2 1339.4 25.6 1579.3 47.0 2668.8 33.5 

T3-1 1338.7 38.0 1576.2 52.5 2710.3 44.7 

T3-2 1340.4 40.7 1576.7 53.7 2668.8 46.2 

Table F.0.2: The intensity (I) and width (F) ratios between the D, G and 2D peaks obtained from untreated (UT) and 

irradiated (T) membranes. 

Treatment ID/IG FD/FG ID/I2D I2D/IG F2D/FG 
Substrate 0.32 0.75 - - - 

UT SLG 0.38 0.80 0.20 1.88 0.51 

UT MLG 0.41 0.99 0.23 1.84 0.82 

T1-1 0.94 0.53 0.67 1.41 0.54 

T1-2 1.54 0.64 2.27 0.91 0.58 

T2-1 1.43 0.53 1.90 0.81 0.71 

T2-2 1.45 0.54 3.73 0.40 0.72 

T3-1 0.47 0.73 1.40 0.35 0.84 

T3-2 0.50 0.76 1.34 0.33 0.82 
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F.2 TREATED MECHANICALLY EXFOLIATED GRAPHENE 

MEMBRANES ON PAA/SI SUBSTRATE 

F.2.1 FLAKE F - 1.33×10-14 C/µM2 PATTERNING METHOD 
Table F.0.3: The relative shift (P) and the full width at half maximum (F) of the D, G, and D' peaks obtained from 

various locations in Flake F, before (UT) and after (T) irradiation. 

Location 
D Peak G Peak D' Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 UT 1329.5 53.8 1581.6 17.1 - - 

A2 UT 1331.9 34.7 1582.0 19.1 - - 

M01 UT 1330.0 41.2 1580.2 19.2 - - 

A1.1 T 1336.0 35.6 1582.3 31.6 - - 

A1.2 T 1329.5 146.4 1583.7 38.0 - - 

A2.1 T 1339.9 43.7 1582.1 26.5 1617.2 21.1 

A2.2 T 1338.2 42.4 1582.0 26.3 1616.5 17.0 

A3 T 1335.3 69.8 1583.7 51.8 - - 

M01 T 1340.5 45.1 1582.9 24.1 1619.8 13.2 

Table F.0.4: The relative shift (P) and the full width at half maximum (F) of the 2D1 and 2D2 peaks obtained from 

various locations in Flake F, before (UT) and after (T) irradiation.  

Location 
2D1 Peak 2D2 Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 UT 2647.3 54.6 2683.9 41.2 

A2 UT 2660.3 59.0 2686.7 41.2 

M01 UT 2642.8 62.7 2679.4 47.52 

A1.1 T - - - - 

A1.2 T 2670.3 45.9 - - 

A2.1 T 2659.0 52.4 2681.7 45.7 

A2.2 T 2650.9 25.9 2675.3 37.8 

A3 T 2668.1 26.6 - - 

M01 T 2650.4 41.3 2679.0 48.1 
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Table F.0.5: The intensity (I) and width (F) ratios between the D, G and D' peaks obtained from various locations in 

Flake F, before (UT) and after (T) irradiation. 

Location ID/IG FD/FG ID/ID' ID'/IG 

A1 UT 0.02 3.14 - - 

A2 UT 0.04 1.82 - - 

M01 UT 0.02 2.14 - - 

A1.1 T 0.42 1.12 - - 

A1.2 T 0.91 3.85 - - 

A2.1 T 0.68 1.65 2.94 0.23 

A2.2 T 0.60 1.61 2.25 0.27 

A3 T 1.28 1.35 - - 

M01 T 0.61 1.88 5.02 0.12 

F.2.2 FLAKE G – 3.30×10-15 C/µM2 IMAGING METHOD 
Table F.0.6: The relative shift (P) and the full width at half maximum (F) of the D, G, D' and D+D'' peaks obtained 

from various locations in Flake G, before (UT) and after (T) irradiation.  

Location 
D Peak G Peak D' Peak D+D'' Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 UT 1331.5 61.3 1582.4 17.5 - - 2465.6 30.9 

A2 UT 1330.3 54.5 1582.2 17.4 - - 2463.8 29.4 

M01 UT 1331.0 47.6 1582.3 17.6 - - 2462.2 28.0 

A1 T 1339.3 40.8 1581.5 20.9 1618.9 14.2 2462.6 36.9 

A2 T 1339.4 42.4 1581.6 22.6 1618.6 15.6 2463.0 34.1 

M01 T 1338.3 40.1 1581.1 22.6 1617.8 14.0 2468.2 71.2 

Table F.0.7: The relative shift (P) and the full width at half maximum (F) of the 2D1, 2D2 and 2D' peaks obtained from 

various locations in Flake G, before (UT) and after (T) irradiation.  

Location 
2D1 Peak 2D2 Peak 2D' Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 UT 2659.0 57.0 2687.7 38.1 3242.6 19.4 

A2 UT 2651.2 56.6 2686.0 37.8 3244.0 24.3 

M01 UT 2648.8 58.4 2685.4 39.3 3242.9 21.7 

A1 T 2645.8 63.9 2679.9 48.8 - - 

A2 T 2646.4 70.2 2680.1 49.5 - - 

M01 T 2641.7 73.1 2678.1 49.5 - - 
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Table F.0.8: The intensity (I) and width (F) ratios between the D, G, and D' peaks obtained from various locations in 

Flake G, before (UT) and after (T) irradiation. 

Location ID/IG FD/FG ID/ID' ID'/IG 

A1 UT 0.07 3.50 - - 

A2 UT 0.06 3.13 - - 

M01 UT 0.07 2.70 - - 

A1 T 0.76 1.95 4.56 0.17 

A2 T 0.85 1.88 4.86 0.17 

M01 T 0.89 1.78 5.26 0.17 

F.2.3 FLAKE H – 3.30×10-15 C/µM2 IMAGING METHOD 
Table F.0.9: The relative shift (P) and the full width at half maximum (F) of the D, G, and D' peaks obtained from 

various locations in Flake H after (T) irradiation.  

Location 
D Peak G Peak D' Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 T 1341.2 43.8 1581.8 22.0 1619.5 14.3 

A2 T 1341.0 40.5 1581.7 20.5 1619.3 13.2 

A1+A2 T 1341.0 43.3 1582.0 22.3 1619.5 14.5 

M01 T 1340.0 43.2 1580.9 23.0 1618.2 15.4 

Table F.0.10: The relative shift (P) and the full width at half maximum (F) of the 2D1 and 2D2 peaks obtained from 

various locations in Flake H after (T) irradiation.  

Location 
2D1 Peak 2D2 Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 T 2650.8 60.8 2682.8 44.4 

A2 T 2648.8 75.4 2680.8 48.2 

A1+A2 T 2654.8 78.5 2683.2 45.1 

M01 T 2647.6 82.1 2679.2 48.4 

Table F.0.11: The intensity (I) and width (F) ratios between the D, G and D' peaks obtained from various locations 

in Flake H after (T) irradiation. 

Location ID/IG FD/FG ID/ID' ID'/IG 
A1 T 0.74 1.99 4.27 0.17 
A2 T 0.65 1.98 4.13 0.16 

A1+A2 T 0.77 1.94 4.29 0.18 
M01 T 0.83 1.88 4.53 0.18 
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F.2.4 FLAKE C – 6.60×10-16 C/µM2 IMAGING METHOD 
Table F.0.12: The relative shift (P) and the full width at half maximum (F) of the D, G, D' and D+D'' peaks obtained 

from various locations in Flake C, before (UT) and after (T) irradiation.  

Location 
D Peak G Peak D' Peak D+D'' Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 UT - - 1582.8 16.7 - - 2463.4 31.0 

A2 UT - - 1582.4 16.7 - - 2461.6 25.6 
M01 & 

M02 UT - - 1582.1 15.9 - - 2464.5 28.6 

A1 T 1341.5 40.7 1582.4 18.6 - - - - 

A2 T 1340.9 40.1 1581.7 18.3 1620.4 8.7 - - 
M01 & 
M02 T 1341.7 38.8 1582.2 17.9 1621.0 9.5 2464.8 26.7 

Table F.0.13: The relative shift (P) and the full width at half maximum (F) of the 2D1, 2D2 and 2D' peaks obtained 

from various locations in Flake, before (UT) and after (T) irradiation.  

Location 
2D1 Peak 2D2 Peak 2D' Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 UT 2654.4 59.7 2685.8 40.3 3244.4 15.0 

A2 UT 2647.2 59.4 2684.9 40.7 3244.4 16.7 

M01 & M02 UT 2650.3 65.7 2683.6 44.8 3241.9 20.8 

A1 T 2655.7 61.1 2684.3 41.4 - - 

A2 T 2649.3 59.6 2682.9 40.1 - - 

M01 & M02 T 2652.1 62.9 2683.8 42.7 3243.3 31.0 

Table F.0.14: The intensity (I) and width (F) ratios between the D, G and D' peaks obtained from various locations 

in Flake C, before (UT) and after (T) irradiation. 

Location ID/IG FD/FG ID/ID' ID'/IG 

A1 UT - - - - 

A2 UT - - - - 

M01 & M02 UT - - - - 

A1 T 0.23 2.19 - - 

A2 T 0.24 2.19 3.97 0.06 

M01 & M02 T 0.22 2.16 3.96 0.05 
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F.2.5 FLAKE I – 6.60×10-16 C/µM2 IMAGING METHOD 
Table F.0.15: The relative shift (P) and the full width at half maximum (F) of the D, G, D' and D+D'' peaks obtained 

from various locations in Flake I, before (UT) and after (T) irradiation.  

Location 
D Peak G Peak D' Peak D+D'' Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 UT - - 1581.9 16.7 - - 2465.0 30.0 

A2 UT - - 1581.7 17.1 - - 2463.2 25.6 

M01 UT - - 1580.7 16.3 - - 2464.9 33.2 

A1 T 1340.9 42.4 1581.9 17.8 1620.7 10.8 2461.1 25.3 

A2 T 1340.9 40.7 1582.1 17.9 1620.7 11.1 2461.1 22.1 

M01 T 1339.6 39.6 1580.6 18.4 1619.7 11.2 2459.1 21.6 

Table F.0.16: The relative shift (P) and the full width at half maximum (F) of the 2D1, 2D2 and 2D' peaks obtained 

from various locations in Flake I, before (UT) and after (T) irradiation.  

Location 
2D1 Peak 2D2 Peak 2D' Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 UT 2653.8 59.9 2686.2 39.9 3243.8 18.7 

A2 UT 2644.2 53.7 2685.0 38.6 3244.7 18.1 

M01 UT 2652.3 62.8 2681.8 43.5 3240.6 19.2 

A1 T 2657.0 60.0 2685.8 40.9 3246.2 11.2 

A2 T 2657.0 60.0 2685.3 41.7 3246.6 11.1 

M01 T 2646.6 66.3 2678.6 46.8 3240.1 40.2 

Table F.0.17: The intensity (I) and width (F) ratios between the D, D' and G peaks obtained from various locations 

in Flake I, before (UT) and after (T) irradiation. 

Location ID/IG FD/FG ID/ID' ID'/IG 

A1 UT - - - - 

A2 UT - - - - 

M01 UT - - - - 

A1 T 0.18 2.39 3.82 0.05 

A2 T 0.30 2.28 4.25 0.07 

M01 T 0.34 2.15 4.55 0.07 



Appendix F 

338 

F.2.6 FLAKE J – 6.60×10-16 C/µM2 IMAGING METHOD 
Table F.0.18: The relative shift (P) and the full width at half maximum (F) of the D, G, D' and D+D'' peaks obtained 

from various locations in Flake J, after (T) irradiation.  

Location 
D Peak G Peak D' Peak D+D'' Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 T 1339.2 38.8 1582.1 18.5 1612.0 7.9 2465.3 31.1 

A2 T 1340.2 40.7 1582.1 17.9 1619.8 7.5 2463.5 29.6 

A1+A2 T 1339.9 39.0 1582.1 18.1 1619.8 7.7 2462.8 24.9 

M01 T 1340.1 38.0 1581.6 17.9 - - 2462.4 19.8 

Table F.0.19: The relative shift (P) and the full width at half maximum (F) of the 2D1 and 2D2 peaks obtained from 

various locations in Flake J, after (T) irradiation.  

Location 
2D1 Peak 2D2 Peak 

P (cm-1) F (cm-1) P (cm-1) F (cm-1) 

A1 T 2662.4 65.4 2690.0 33.6 

A2 T 2663.1 65.6 2690.2 34.4 

A1+A2 T 2663.4 65.0 2690.7 33.0 

M01 T 2663.8 61.3 2692.8 31.4 

Table F.0.20: The intensity (I) and width (F) ratios between the D, G, and D' peaks obtained from various locations 

in Flake J, after (T) irradiation. 

Location ID/IG FD/FG ID/ID' ID'/IG 

A1 T 0.22 2.10 4.64 0.05 

A2 T 0.20 2.27 4.65 0.04 

A1+A2 T 0.21 2.15 4.74 0.04 

M01 T 0.22 2.13 - - 
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Appendix G AIREBO MD SCRIPT 
################## GRAPHENE-SUBSTRATE POTENTIAL CASE ################## 
 
log   log-init 
echo   both 
 
units   metal   
dimension   3    
boundary   p p p    
atom_style  full 
 
neighbor  3.0 bin 
neigh_modify every 10 delay 50 check no 
 
processors  12 12 1 
read_data  data.dat 
 
################## Interactions 
 
group   graphene type 1 
group   substrate type 2 
group   indentor type 3 
group   cantilever type 4 
group   Moving subtract all cantilever 
 
pair_style  hybrid lj/cut 14.0 airebo 2.0 
pair_modify  shift yes mix arithmetic 
 
pair_coeff  * * airebo CH.airebo C NULL C NULL 
pair_coeff  2 2 lj/cut 0.0 3.826 14   
#pair_coeff  3 3 lj/cut 0.0 3 14 
pair_coeff  4 4 lj/cut 0.0 3 14 
 
pair_coeff  1 2 lj/cut 0.0089 3.629 14  ### G-S Nario Inui 2017 
pair_coeff  1 3 lj/cut 0.00455 3.431 14  ### G-I Nario Inui 2017  
pair_coeff  2 3 lj/cut 0.0 3 14   ### I-S  
pair_coeff  3 4 lj/cut 0.0002 3.431 14  ###  
pair_coeff  2 4 lj/cut 0.0 3 14   ###  
pair_coeff  1 4 lj/cut 0.0 3 14   ###  
 
################## Run paramters 
 
### fix rigid the substrate ### 
fix               subFix substrate setforce 0 0 0 
 
### fix rigid the indentor ### 
fix               cantFix cantilever setforce 0 0 0 
 
compute  Gtemp graphene temp/com 
velocity   graphene create 100 465754 dist gaussian mom yes 
compute  Itemp indentor temp/com 
velocity   indentor create 100 2345 dist gaussian mom yes 
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### thermostat ## 
fix   gTemp graphene temp/berendsen 300.0 300.0 1 
fix_modify  gTemp temp Gtemp 
fix   iTemp indentor temp/berendsen 300.0 300.0 1 
fix_modify  iTemp temp Itemp 
 
compute   forceG indentor group/group graphene molecule inter 
 
fix cantspring cantilever spring couple indentor 312.1 NULL 

NULL -13.1259 0  
fix    indmom indentor momentum 1 linear 1 1 1 angular 
fix       NVE Moving nve   
 
 
timestep  0.0005    ### 0.5 fs 
thermo  100 
thermo_style  custom step temp c_Gtemp c_Itemp c_forceG[3] pe ke 
 
dump   1 all custom 1000 dump_init.lammpstrj id type x y z  
minimize  1e-4 1e-6 1000 10000 
run   60000 every 60000 "write_restart restart.*" 
 
################## GRAPHENE-SUBSTRATE POTENTIAL CASE ################## 
 
log   log-indent 
echo   both 
 
units   metal   
dimension   3    
boundary   p p p    
#atom_style  full 
 
neighbor  3.0 bin 
neigh_modify every 10 delay 50 check no 
 
processors  12 12 1 
read_restart restart.* 
 
################## Interactions 
 
group   graphene type 1 
group   substrate type 2 
group   indentor type 3 
group   cantilever type 4 
 
region  bound block -237 236 -237 233 -200 200 side out 
group   bound1 region bound  
 
region  boundin block -237 236 -237 233 -200 200  
group   bound2 region boundin  
group   Moving subtract all bound1 
pair_style  hybrid lj/cut 14.0 airebo 2.0 
pair_modify  shift yes mix arithmetic 
 
pair_coeff  * * airebo CH.airebo C NULL C NULL 
pair_coeff  2 2 lj/cut 0.0 3.826 14   
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#pair_coeff  3 3 lj/cut 0.0 3 14 
pair_coeff  4 4 lj/cut 0.0 3 14 
 
pair_coeff  1 2 lj/cut 0.0089 3.629 14  ### G-S Nario Inui 2017 
pair_coeff  1 3 lj/cut 0.00455 3.431 14  ### G-I Nario Inui 2017  
pair_coeff  2 3 lj/cut 0.0 3 14   ### I-S  
pair_coeff  3 4 lj/cut 0.00455 3.431 14  ###  
pair_coeff  2 4 lj/cut 0.0 3 14   ###  
pair_coeff  1 4 lj/cut 0.0 3 14   ###  
 
##################  Run paramters 
 
### fix rigid the substrate ### 
fix               subFix substrate setforce 0 0 0 
 
### fix rigid the indentor ### 
fix               cantFix cantilever setforce 0 0 0 
 
compute  Gtemp graphene temp/com 
fix   gTemp graphene temp/berendsen 300.0 300.0 10 
fix_modify  gTemp temp Gtemp 
 
compute  Itemp indentor temp/com 
fix   iTemp indentor temp/berendsen 300.0 300.0 10 
fix_modify  iTemp temp Itemp 
 
fix cantspring cantilever spring couple indentor 31.21 NULL 

NULL -13.1259 0  
fix    indmom indentor momentum 1 linear 1 1 0 angular 
 
fix       NVE Moving nve    
 
timestep  0.0005    ### 0.5 fs 
thermo  100 
 
compute   forceG indentor group/group graphene molecule inter 
variable  ForceG equal c_forceG[3] 
 
thermo_style  custom step temp c_Gtemp c_Itemp c_forceG[3] pe ke 
 
variable  loopvar loop 600 
 
label loop 
fix               indFix indentor setforce 0 0 0 
displace_atoms cantilever move 0 0 -0.2 
run   1 
unfix   indFix 
fix   springy cantilever spring/self 100 
 
run   800  # run 100 timesteps - equilibration  
 
fix printForce all print 10 "${ForceG}" append 

indentorforce.txt screen "no"  
 
dump   1 all custom 100 dump_move.lammpstrj id type x y z fx fy fz  
dump_modify  1 append yes  
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dump 2 indentor custom 10 dump_move_indentor.lammpstrj id type x 
y z fx fy fz  

dump_modify  2 append yes  
 
run   100 
undump  1 
undump  2 
unfix   printForce 
unfix   springy 
next   loopvar 
jump   SELF loop 
 
write_restart restart.* 
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