
ABSTRACT
In recent years, the concept of contactless and remote 
monitoring of patients has gained momentum due to its 
multiple advantages over traditional contact monitoring 
involving leads and wires. The Non-Invasive Vital Signs 
Monitoring Project (NIVS) aims to extract heart rate data 
from both healthy volunteers as well as patients in real-
world hospital scenarios using normal red-green-blue (RGB) 
and thermal imaging cameras. NIVS aims to overcome the 
limitations which exist with current contact systems. This article 
describes the underlying scientific principles, the execution 
and the potential benefits of such a system in the local 
healthcare setting.

KEYWORDS
Contactless Monitoring, RGB camera, Vital Signs, Thermal 
Imaging Camera, Clinical Monitoring

AIM AND INTRODUCTION
NIVS is a collaborative project between the University of 
Malta’s Centre for Biomedical Cybernetics, the Faculty 
of Medicine and Surgery and Mater Dei Hospital. The 
project is funded by the Malta Council for Science 
&Technology (MCST), for and on behalf of the Foundation 
for Science and Technology, through the Fusion: R&I 
Technology Development Programme. Ethical approval was 
obtained from the Faculty Research Ethics Committee of 
Medicine and Surgery. 

The aim of the project is to design a system capable of 
measuring heart rate in real-time in clinical settings, without 
modifications to patient care. Red-green-blue (RGB) cameras 
and thermal imaging cameras are used for this purpose. 

The underlying principle behind the extraction 
of cardiovascular data from RGB videos is remote 
photoplethysmography (rPPG). This principle is based on 
the absorption of specific wavelengths of visible light by 
haemoglobin in the blood perfusing the skin.1 This principle 
is the same as that used in pulse oximetry, but visible ambient 
light is used instead of specific wavelengths.2 Algorithms can 
be used to detect the light reflected in a pulsatile manner 
from the skin of various body parts, most commonly the face, 

neck and hands. These body parts are used as a region of 
interest (ROI) for rPPG. From this, the rate and rhythm of the 
heart beat can be deduced.3–5  

Many algorithms exist to extract heart rate; for this project, 
a type of algorithm called a convolutional neural network 
(CNN) is used. This is an algorithm constructed to recognise 
certain aspects and objects in a video and can be trained to 
apply this knowledge to new videos.6-8 In the case of the NIVS 
project, a set of videos were set up where the subject’s heart 
rates are fed to the CNN so that it can learn to extract heart 
rate data from the RGB videos.

CNN models have proved to be reasonably accurate 
for medical purposes in estimating heart rates from videos 
of patients’ faces; apart from the legal age of consent, no 
exclusion criteria were applied for the purposes of this project. 
Nonetheless, a number of limiting factors exist with current 
models. Their performance is often negatively impacted by 
changes in ambient light and motion of the subject and other 
persons in the patient’s immediate surroundings. Videos 
processed via CNNs have so far been quite short, and few 
studies have obtained real-time measurements.9-11 Our study 
aims to overcome some of these limitations and test out a 
CNN based system in a real-world hospital setting. 

METHODOLOGY
The project was designed in two stages. For the first stage, 
twenty-seven healthy volunteers with no documented 
cardiovascular medical pathologies were recruited and their 
consent was obtained. Data collection involved a setup where 
the person is lying on a couch and cameras (a digital camera, 
Canon Legria HF G25, and a smartphone camera, (Xiaomi 
Redmi 9A) are positioned at a two-metre distance from the 
subject’s face. Ground truth heart rate was collected using 
electrocardiogram electrodes and pulse oximetry which link 
the participant to the data acquisition equipment (BIOPAC 
MP150). Video clips were recorded with varying conditions, 
such as bright light, minimal light, and with the cameras which 
were then moved to four metres away from the subject’s face. 
Another video clip also captured random movements of the 
head, arms and legs of subjects in order to assess the effect of 
the movements to the accuracy of results. These videos were 
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used for training the CNN to recognise heart rates from videos 
while comparing them to the ground truth data available. 

The second part of the study took place in the Intensive 
Therapy Unit (ITU) at Mater Dei Hospital. This stage involved 
taking videos of thirty-five consenting patients with no specific 
exclusion criteria, other than that all participants must be 
above eighteen years of age. The aim was to collect real-world 
data with normal ongoing patient care, while patients move 
freely, with other individuals visible around them. The cameras 
were set up in a practical manner around the patient’s bed and 
ten-minute video clips were taken of patients at rest, during 
physiotherapy sessions if applicable, during small procedures 
such as venous catheterisation or bloodletting, as well as 
during night-time when overhead lighting was dimmed or 
switched off. Ground truth data in this case was obtained 
using a software programme (VS Capture) to obtain real-time 
readings from the Philips Intellivue monitors used in the ITU, 
and converted to a Microsoft Excel file. 

The videos obtained from ITU were used for testing 
purposes to assess the accuracy of the developed CNN 
compared to standard Phillips Intellivue monitors when video 
frames from an ITU environment are fed into it to extract 
heart rate data.

RESULTS
Models Description
The deep learning models that were being used in this 
study for the estimation of the heart rate were two, i.e. the 
spatio-temporal CNNs C3D and the 3D-DenseNet.12-14 This 
deep network model was originally employed for video 
classification task and, as reported in Du Tran et al, it has 
powerful spatio-temporal feature extraction capability.12 This 
is due to its design and architecture which allows it to model 
both appearance and motion features in the video. 

Datasets
As mentioned in previous sections, data were collected from 
volunteers in a laboratory environment simulating the various 
conditions which would later be encountered in hospital. 
We collected videos which were then split into 30-second 
clips.  The extracted frames from the video clips were resized 
to images of size 64x64 pixels. Although the frame size 

may seem too small, the deep net models displayed good 
estimation results after they have been trained. For this current 
stage, we used over 500 short clips, which include different 
lighting and motion conditions. This, therefore, can help our 
models to be robust against different quality of videos. 

Training
70% of the processed data was then used to train the deep 
net models from scratch, using different parameters such 
as different learning rates, batch sizes, and number of 
epochs. Finally, the model that achieved the best results was 
selected to be tested on new videos in order to estimate the 
corresponding heart rate. 

Models’ Evaluation
Once the model training converged, they were tested on the 
remaining 30% of the videos. As data from more subjects are 
acquired, the deep net models could be trained with more 
varied data which is known to improve the generalization 
capability of the networks in estimating the heart rate. The 
models were evaluated by computing metrics such as the 
Mean Absolute Error (MAE). Experimentally, it was found that 
the C3D model was capable of reaching a MAE of 4.87. On 
the other hand, the 3D-DenseNet performed slightly better 
with a MAE of 3.7. This means that the values obtained by 
these models differed from those obtained by gold standard 
methods by 4.87 beats per minute and 3.7 beats per 
minute respectively. 

In view of the relatively small sample number of subjects 
used for training the models, these results may be considered 
satisfactory in terms of accuracy for general medical 
monitoring. It is expected that with more data and more varied 
scenarios, model performance will improve. 

A number of challenges have been encountered during 
the second stage of the project at the ITU, which are important 
learning points to consider if this system is to be developed 
for more widespread use. Placement of cameras to obtain a 
good view of the patient’s face without causing obstruction 
for members of staff can be an issue. In the ITU, patients may 
have part or all of the face covered by tube ties, masks and 
sterile sheets during certain procedures such as tracheostomy 
insertion and central venous catheterisation. Therefore, having 

Figure 1: Setup for data collection in the laboratory. Figure 2: Setup for data collection in ITU.
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a video frame that also includes other portions of skin such 
as the hands and neck is helpful in these situations, but this 
is not always feasible due to the patient position relative to 
the cameras, as well as bandages or clinical equipment that 
may be obscuring the view of these body parts. Members 
of staff and relatives moving around the patient can easily 
obscure the camera’s field of vision and accidentally move 
the cameras, therefore the cameras would be better 
placed overhead. 

CONCLUSION
This project has the potential to improve patient care 
and comfort. Patients are more able to move freely if less 
electrodes and wires are attached to them. This could 
also prove beneficial to the reduction of post-operative 
complications such as pneumonia and deep vein thrombosis 
since these conditions are worsened by immobility which 
will be less of an issue with contactless monitoring, as 
well as enhancing rehabilitation of patients who can 
feel more independent and be able to cooperate better 
during physiotherapy sessions.15-18 In some categories of 
patients such as those with extensive burns and other skin 
pathologies, a non-contact monitoring system can solve 
the issue of difficult electrode placement due to poor 
skin quality.19 

Another major advantage of a non-contact system is 
infection control, especially that of multidrug resistant strains 
(MDROs) which are unfortunately all too common inside 
Mater Dei hospital. This could stem from inadequately 
disinfected leads and through staff members’ contact with 
patients, attempting to troubleshoot monitoring leads. WHO 
describes the issue of MDRO spread as one of the main 
health crises of our times.20 

In the case of patients who require isolation, such as those 
with infectious diseases, including COVID-19, and those who 
are immunosuppressed and require protection themselves, 
a contactless system can reduce the number of times staff 
members need to enter the room, which can also contribute 
to less spread of infection and better health economics 
in terms of personal protective equipment wastage. This 
scenario has become a reality in the past two years with 
multiple waves of the COVID-19 pandemic.21-23

This project is therefore very relevant to the current local 
situation and may contribute to scientific innovation even 
within the international community. Although many obstacles 
need to be overcome in terms of the technology available 
and the data it is able to process, so far we have obtained 
promising results and we hope to strive for a practical 
operational system which can concretely improve upon 
current patient care. 
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